
CGPA WORKING PAPER  

2025-01 

 
   

Estimating Gravity Equations: Theory 
Implications, Econometric Developments,                                      

and Practical Recommendations 
 

Mario Larch 
Serge Shikher 
Yoto V. Yotov 

 
 

 
 

 
 

CENTER FOR GLOBAL POLICY ANALYSIS 
   LeBow College of Business 

   Drexel University 
   

The CGPA working papers are circulated for discussion and comment purposes. They have 
not been peer-reviewed or been subject to the review by the CGPA Board. The CGPA does 
not hold any responsibility for the content and correctness of the papers in this series. 



Estimating Gravity Equations: Theory Implications,

Econometric Developments, and Practical Recommendations∗

Mario Larch† Serge Shikher‡ Yoto V. Yotov§

January 3, 2025

Abstract

We trace the developments in the empirical trade literature to make fifteen recommendations for
estimating gravity equations, which are structured in three categories: data, estimating equation,
and heterogeneity. We also offer practical tips and identify areas where further research is needed.
Based on these recommendations, we specify a comprehensive estimating model, which can serve
as a benchmark for gravity estimations even when it is not possible to implement all of our recom-
mendations. The proposed methods should be useful for gravity estimations beyond international
trade, e.g., migration, foreign investment, cross-border patenting, and other flows.

JEL codes: F10, F14, F63.
Keywords: Gravity equation, Estimation, Recommendations, Practical tips.

∗We thank Jim Anderson, Scott Baier, Jeff Bergstrand, Peter Egger, Tom Zylkin, and two anonymous referees for
many helpful comments and suggestions. The views expressed in this paper are strictly those of the authors and do not
represent the opinions of the U.S. International Trade Commission or any of its Commissioners, nor the opinions of any
of the other organizations that the authors are affiliated with. We dedicate this paper to Professor Jeffrey Bergstrand.
Each of us has been deeply impacted by Jeff and his work, and we are very grateful for his tremendous contributions to
the trade gravity literature and beyond.

†Department of Law, Business Administration & Economics, University of Bayreuth, Universitätsstraße 30, 95447
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1 Introduction

The gravity equation of trade is the most successful empirical model in (international) economics, and

hundreds of thousands of academic papers and policy reports have used the gravity model to estimate

the effects of various determinants of trade flows.1 Proper estimation of the gravity equation will lead

to consistent and unbiased estimates of the trade elasticities for various policies. Moreover, a correctly

specified gravity equation will deliver a good fit of observed trade flows and, therefore, properly predict

trade costs and flows. This is important if one utilizes estimated trade costs to construct trade flows

for counterfactual analysis (Anderson et al., 2018b).

Against this backdrop, the motivation for this paper is threefold. First, a decade has passed al-

ready since the last systematic analyses and recommendations for estimating trade gravity equations

(Head and Mayer, 2014; Yotov et al., 2016).2 In the meantime, the trade profession has made and

witnessed many new and important developments, which have not been documented in the existing

gravity surveys and monographs. Second, despite having some well-documented recommendations for

estimating gravity models and the great progress that has been made to do theory-consistent applied

gravity work, many policy reports and academic papers, including recent papers in top journals, do

not follow, or even acknowledge, some of the most widely accepted and well-established practices for

estimating gravity models (e.g., controlling for the multilateral resistances or estimating gravity in

multiplicative form). Third, there are many recent gravity applications, including theoretical foun-

dations, which go beyond trade.3 Based on some of our work and discussions with colleagues from

different fields, we believe that (apart from the other data) most, if not all, of the developments

in the estimating trade gravity literature, are directly applicable to gravity settings beyond interna-

tional trade, e.g., commuting, migration, FDI, financial-asset flows, cross-border patents, mergers, and

acquisitions, etc., as summarized in Footnote 3.

As a result, this paper aims to review the related literature to identify the best current practices

and practical tips for estimating gravity equations and synthesize these practices and tips into recom-

1A Google Scholar search on “trade gravity” on November 28, 2024, delivered 1,710,000 results.
2See Baldwin and Taglioni (2006) and De Benedictis and Taglioni (2011) for earlier surveys.
3See, for example, Persyn and Torfs (2015) and Dingel and Tintelnot (2023) for gravity for commuting, Poot et al.

(2016) and Beverelli (2021) for gravity for migration, Eaton and Tamura (1994), Benassy-Quere et al. (2005), Bergstrand
and Egger (2007), Paniagua (2015), Kox and Rojas-Romagosa (2020) and Larch and Yotov (2024a) for gravity for foreign
direct investment (FDI), Mercado (2022) for gravity for financial-asset flows, Carril-Caccia et al. (2023) for gravity for
greenfield investment, LaBelle et al. (2023) for gravity for cross-border patents, and Bradley et al. (2023) for gravity for
mergers and acquisitions.
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mendations for estimating gravity models. To fulfill these objectives, we proceed in three steps. First,

in Section 2, we introduce a representative theoretical gravity model for two purposes. Consistent with

the seminal work of Arkolakis et al. (2012), it demonstrates that many different theoretical microe-

conomic foundations converge to the same gravity representation. Second, guided by the economic

gravity theories and capitalizing on many developments in the empirical gravity literature and the

econometrics literature more broadly, in Section 3, we offer fifteen recommendations for estimating

trade gravity models. In addition, we also identify opportunities for new work needed to address

certain challenges in the existing literature.

To facilitate the exposition and structure of the analysis, we group our recommendations into three

broad categories – Data, Estimation, and Heterogeneity. Moreover, we have attempted to follow the

same structure for the presentation of each recommendation. Specifically, after stating the recommen-

dation, we first discuss the motivation (including related challenges with gravity estimations) and the

advantages of implementing this recommendation. Then, we discuss potential caveats, limitations, and

alternative approaches for instances when it is not possible to follow our recommendation. Finally, to

the extent possible, we have ordered the recommendations within each of the three broad categories

in terms of importance.

We make the following five recommendations within the ‘Data’ category: (i) Use data on bilateral

trade flows for all possible countries; (ii) Use administrative data, on nominal trade flows in common

currency, at delivered prices; (iii) Use disaggregated data; (iv) Use panel data for consecutive years; and

(v) Include domestic trade data. We also make six additional recommendations on the ‘Estimation’

of the gravity model: (vi) Estimate gravity in its multiplicative form using PPML; (vii) Use exporter-

time and importer-time fixed effects; (viii) Employ asymmetric country pair fixed effects; (ix) Carefully

model bilateral trade costs; (x) Allow non-discriminatory trade costs; and (xi) Cluster standard errors.

Finally, we make four recommendations regarding the ‘Heterogeneous’ trade costs and policy effects:

(xii) Obtain disaggregated policy estimates; (xiii) Allow for dynamic adjustments in the trade costs;

(xiv) Consider other types and sources of heterogeneity; and (xv) Consider using heterogeneity-robust

DiD methods.

In the third and final step, in Section 4, we synthesize our recommendations to specify a comprehen-

sive estimating gravity model. While we believe that the gravity model that we propose encompasses

the leading methods for gravity estimations and reflects the current state of the literature, we are
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aware that it may not be possible to implement and apply all of our recommendations at all times,

e.g., due to data limitations. However, we also believe that it is useful to have a benchmark estimating

model and recognize the benefits of applying our recommendations and staying close to the proposed

specification as well as to be aware of the potential caveats of not being able to do so. Finally, as

noted earlier, we think that our recommendations can benefit and be applied to gravity estimations be-

yond trade, e.g., migration, FDI, cross-border technology transfers, commuting, financial-asset flows,

greenfield investment, M&As, etc.

Before we continue, we note that this paper is not intended to be an exhaustive survey of the

empirical gravity literature. As can be seen from our bibliography, we cite a large body of related

literature. However, we may have missed some relevant contributions. Our approach to reviewing

the literature included four main criteria: (i) To cover the most famous and impactful gravity papers.

The motivation for this choice is obvious – these papers have shaped the gravity literature; (ii) To

acknowledge the most recent contributions, which we believe are relevant to our recommendations.

The motivation for this choice is to bring the reader to the frontier of the literature; (iii) To review

the papers, that we believe are most closely related to our recommendations and objectives; and (iv)

Finally, even though we are aware that self-citations may be viewed as self-serving, we cite our papers

whenever they are relevant to a particular recommendation and, especially, when they were written

specifically to address challenges with the estimation of gravity models.

2 Theoretical foundations and implications for gravity estimations

By analogy with physics, most bilateral relationships (Xij) in economics, e.g., trade, migration, and

foreign direct investment (FDI), can be represented as combinations of (i) origin-specific characteristics

(Oi), e.g., value of output, (ii) destination-specific characteristics (Di), e.g., expenditure, and (iii)

bilateral characteristics (Tij), e.g., bilateral distance, subject to the following multiplicative equation:4

Xij = Oi ×Dj × Tij . (1)

4The first bilateral relationship of this form was estimated for migration flows by Ravenstein (1885, 1889), while
Tinbergen (1962) is credited for the first gravity application to trade. The gravity relationship holds for many other
flows, such as capital, knowledge, and foreign direct investments. The focus of our discussion is on trade flows, however,
most of the empirical recommendations we will make in the next section apply more broadly to other bilateral flows.

3



While the generic equation (1) can represent any bilateral economic relationship, the most influential

developments in the economic theory of gravity come from the field of international trade. Following

Anderson (1979), who derived the first theoretical gravity model of trade, other early theoretical

foundations for the trade gravity equation were provided by Bergstrand (1985), and Bergstrand (1989).

Since then, many authors have built gravity models that not only provide structural foundations for the

three terms in equation (1), e.g., Anderson and van Wincoop (2003) and Eaton and Kortum (2002),

but also extend the gravity model to the sectoral level, e.g., Anderson and van Wincoop (2004);

Costinot et al. (2012a); Shikher (2012a,b), and to derive dynamic gravity models, e.g., Olivero and

Yotov (2012); Eaton et al. (2016); Anderson et al. (2020). Arkolakis et al. (2012) demonstrate that the

structural gravity equation is representative of many alternative theoretical foundations, while Allen et

al. (2020) prove the uniqueness and existence of the ‘universal’ gravity model. The following structural

gravity equation synthesizes some of the major developments in the theoretical gravity literature:5

Xk
ij,t = (Y k

i,t/Y
k
t )(Π

k
i,t)

θk︸ ︷︷ ︸
Ok

i,t

×Ek
j,t(P

k
j,t)

θk︸ ︷︷ ︸
Dk

j,t

× (tij,t
k)

−θk︸ ︷︷ ︸
Tk
ij,t

. (2)

In what follows, we will define each of the terms in equation (2), while using some of the underlying

gravity theories to motivate many of our recommendations for gravity estimations. Xk
ij,t denotes

exports in sector k from origin/exporter i to destination/importer j at time t at delivered prices,

i.e., inclusive of trade costs. The empirical implication of the latter is that the theory-consistent

dependent variable in the estimating gravity model should include trade costs (e.g., shipping costs).

The sectoral dimension of Xk
ij,t reflects the so-called ‘separability’ property of the theoretical gravity

model. The empirical implication of this theoretical property is that gravity can be estimated at any

level of aggregation. The time dimension of Xk
ij,t is motivated by the fact that the value of output,

expenditure, and some bilateral trade costs, e.g., sanctions and tariffs, vary over time.6 This has

implications for estimations with panel data. Finally, gravity theory implies that Xk
ij,t should include

not only international but also domestic trade flows, and, as we argue in the next section, the use of

5Our objective is not to provide a thorough review of the theoretical foundations of the gravity models. Instead, we
focus on the gravity theories that will motivate our estimation recommendations. We refer the reader to Yotov et al.
(2016) for alternative derivations of equation (2) with the same notation as in the current paper, which follows Anderson
and van Wincoop (2003), and to Costinot and Rodriguez-Clare (2014) for gravity presentations with alternative notation,
which follow Eaton and Kortum (2002).

6From a theoretical perspective, the time dimension of Xk
ij,t is motivated by gravity models with country-specific

dynamics, e.g., Olivero and Yotov (2012), Eaton et al. (2016), Anderson et al. (2020), or bilateral dynamics, e.g.,
Arkolakis (2010) and Anderson and Yotov (2022).
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domestic trade flows has many important implications for gravity estimations.

The structural elements on the right-hand side of equation (2) can be grouped into three broad

terms, which correspond to the three terms in (1). The first broad term (Ok
i,t) varies at the exporter-

sector-time dimension and includes three structural elements. Y k
i,t/Y

k
t is the value of gross output in

sector k in exporter i at time t (Y k
i,t) as a fraction of the value of the total world output in sector

k at time t (Y k
t ). Πk

i,t is coined by Anderson and van Wincoop (2003) as the Outward Multilateral

Resistance (OMR), and the intuition behind this term is that it captures the fact that the further the

producers in sector k in exporter i at time t are from the rest of the world, the more they will ship

to a particular destination. Alternatively, the exporter-sector-time dimension can be represented by

producers prices.7 Finally, θk > 0 is the trade elasticity, which measures the response of bilateral trade

flows with respect to changes in bilateral trade costs. The sectoral dimension of the trade elasticity

is motivated by disaggregated gravity theories, e.g., Anderson and van Wincoop (2004); Costinot et

al. (2012a); Shikher (2012a,b). Individually, or in combination, the structural terms in Ok
i,t motivate

using exporter-sector-time fixed effects when gravity is estimated with pooled sectoral panel data.

When the gravity model is derived at the aggregate level, the corresponding fixed effects should vary

at the exporter-time dimension. Finally, exporter fixed effects should be used if gravity is derived in

the cross-section and without sectors.

The second broad term (Dk
j,t) in equation (2) varies at the importer-sector-time dimension and

includes two new structural elements. Ek
j,t denotes expenditure in sector k in importer i at time t, and

P k
j,t is the Inward Multilateral Resistance (IMR) (Anderson and van Wincoop, 2003). The intuition

behind the IMR is that it captures the fact that the further the consumers of goods from sector k

in importer i at time t are from the rest of the world, the more they will buy from a particular

exporter. Another intuitive (and theory-consistent) interpretation of P k
j,t is as an ideal consumer price

index. The structural terms in Dk
j,t motivate the use of importer-sector-time fixed effects when the

gravity model is estimated with pooled sectoral panel data. When the gravity model is derived at the

aggregate level, the corresponding fixed effects should vary at the importer-time dimension. Finally,

if gravity is derived in the cross-section and without sectors, importer fixed effects should be used.

7The OMR is an intuitive theoretical construct without a direct equivalent in the data. However, through the market
clearing condition, the OMRs from equation (2) can be mapped one-to-one to the factory gate prices for the producers

in the gravity model. Specifically,
(
βk
i pi,t

)−θk

= (Πk
i,t)

θk (Y k
i,t/Y

k
t ), where βk

i is a country- and sector-specific (preference
or technology) parameter. Thus, the OMRs can be interpreted in terms of the producer prices. In this case, the first

term in equation (2) becomes Ok
i,t = (βk

i pi,t)
−θk

.
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The last term in equation (2) includes the vector of bilateral trade costs (tkij,t). The assumption

of a positive trade elasticity (θk > 0) implies an intuitive inverse relationship between the bilateral

trade flows and the bilateral trade costs. Disaggregated gravity theories, and the fact that many

trade policies are implemented at the sectoral level, motivate the sectoral dimension of tkij,t. The time

dimension of tkij,t is motivated by the fact that some bilateral trade policies are time-varying.8 Gravity

theories with heterogeneous firms, e.g., Chaney (2008) and Egger et al. (2021), imply that the vector

of bilateral trade costs consists of variable and fixed costs. Tariffs should also feature in the vector of

bilateral trade costs, and an important implication of gravity theories with tariffs, e.g., Anderson and

van Wincoop (2001), is that the estimate of the coefficient on tariffs can be used to recover the trade

elasticity parameter. Finally, the bilateral trade costs can be time-varying and/or time-invariant. The

latter motivates the use of country-pair fixed effects in gravity estimations.

We conclude this section with two potential caveats. First, while many theoretical foundations

lead to a gravity equation as stated in equation (2), some frameworks do not. For example, the trans-

log gravity framework from Novy (2013b), the non-homothetic gravity framework of Fajgelbaum and

Khandelwal (2016), the “non-Pareto”-framework of Head et al. (2014) and Melitz and Redding (2015),

and frameworks with persistence resulting from sunk market entry as in Egger et al. (2023) or sticky

prices as in Larch et al. (2024b). Second, while we believe that our recommendations for estimating

the gravity model of trade apply in most bilateral settings (even beyond trade), we emphasize that

the exact estimating equation should be guided by the research question and the specific underlying

theoretical foundation.

3 Recommendations for gravity estimations

Guided by theory, and capitalizing on many developments in the empirical gravity literature and the

econometrics literature more broadly, we make fifteen recommendations for estimating trade gravity

models in this section.9 To facilitate the exposition and add structure to the analysis, we group our

recommendations into three broad categories – (i) Data, (ii) Estimation, and (iii) Heterogeneity, which

correspond to the three subsections of this section. Moreover, we have attempted to follow the same

8An additional motivation can be bilateral dynamics, e.g., Arkolakis (2010) and Anderson and Yotov (2022).
9While we recognize that there may be overlap between some of the recommendations (and we explicitly acknowledge

such overlaps whenever appropriate), after numerous discussions, we are convinced that each of the fifteen recommenda-
tions that we make is sufficiently different and important to stand as a separate item on our list.
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structure for each recommendation. Specifically, after stating the recommendation, we first discuss the

motivation (including related challenges with gravity estimations) and the advantages of implementing

this recommendation. Then, we discuss potential caveats, limitations, and alternative approaches for

instances when it is not possible to follow our recommendation.

3.1 Data on the dependent variable in gravity estimations

Most of the recommendations in this section are guided by theory, though some of them are motivated

by practical considerations. Our focus is exclusively on the dependent gravity variable, but in the next

section we offer some discussion on the gravity covariates and the corresponding data.

Recommendation 1: Use data on bilateral trade flows for all possible countries.

By definition, the gravity model is bilateral. Therefore, to perform gravity estimations, one needs at

minimum trade data for multiple pairs of countries. Over time, the datasets on bilateral trade flows

have improved significantly, both in terms of reliability and in terms of coverage across countries,

products, and time. Thus, in most cases, it should be possible to access reliable data for many

countries, and our recommendation is to estimate gravity with trade data for all possible countries.

In addition to enhancing the possibility of obtaining certain country-specific gravity estimates, the

inclusion of more countries will also improve estimation efficiency, while not considering all possible

countries and bilateral flows may lead to a sample selection bias and inconsistent and biased gravity

estimates. Sometimes, however, two practical challenges arise.

First, we have often been asked, especially by government agencies that have access to unique

administrative trade data for their respective countries,10 whether it is possible and valid to estimate

gravity for a single country. The short answer to this question is ‘Yes’. However, one important

challenge in such settings is to properly account for the multilateral resistances, which can no longer

be controlled for with country-specific fixed effects (as we will argue in the next subsection). An

easy solution is to construct GDP-weighed ‘remoteness’ indexes based on distance (e.g., Wei, 1996;

Davis and Weinstein, 2002) or based on bilateral trade costs that are defined more broadly (e.g.,

MacDonald et al., 2020). Proxying for the MRs with GDP-weighted remoteness indexes is better

than not controlling for the MRs at all, though Felbermayr and Yotov (2021) demonstrate that the

10For example, this may be the case for country-specific analyses that are done at the tariff-line level. In the United
States, the tariff-line level is the 10-digit level of the U.S. Harmonized Tariff System (HTS).
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a-theoretical remoteness indexes do not perform well in predicting bilateral trade flows. Therefore, our

recommendation is to attempt to construct structural MRs that are consistent with the theoretical

gravity model, and we refer the reader to Baier and Bergstrand (2009, 2010) who provide a first-order

log-linear Taylor series expansion of the MRs that are GDP-share-weighted (geometric) averages of

the gross trade costs and Lampe et al. (2023), who propose and implement a procedure to control for

the structural MRs in a single-country gravity setting.11

Another practical concern that has been brought to our attention quite often is related to the

number of countries to be included in the gravity model. Convergence issues have hampered some

gravity estimations with large data and many fixed effects in the past (e.g., Glick and Rose, 2016).

However, this should no longer be an issue due to the emergence of fast estimation commands that

can handle many fixed effects in linear (Correia, 2016) and non-linear (Larch et al., 2019; Correia et

al., 2020) gravity models. Thus, our recommendation is to estimate gravity by including all possible

countries, even though for obtaining consistent elasticity estimates this is not necessary when the

proper set of fixed effects are employed.12 On a related note, some authors have estimated gravity

by splitting the sample according to certain country-specific criteria, e.g., developed vs. developing

countries or EU vs. non-EU countries. Pfaffermayr and Yotov (2024, Drexel University) argue that such

practices are not consistent with gravity theory and may lead to biased gravity estimates, especially if

the selection of observed countries is not purely random. Therefore, following Pfaffermayr and Yotov

(2024, Drexel University), our recommendation is to estimate the desired effects across country groups

by introducing interactions and using the full estimating sample instead of splitting it.

If it is really necessary to limit the number of countries, e.g., for presentation or computational

reasons (which, due to recent advances, hopefully, is seldom the case), then our recommendation is to

select the countries to be dropped from the estimating sample very carefully. Naturally, the selection of

countries should be guided by the question of interest. In general, we would not recommend dropping

countries that are large trade partners for some of the countries that remain in the estimating sample.

Similarly, we would not drop countries that have trade agreements or any other time-varying economic

11Aytun et al. (2024) propose methods to control for the multilateral resistances in firm-level gravity regressions. Most
empirical firm-level gravity analyses are performed at the country level. However, due to the availability of better (more
reliable and with wider coverage) firm-level data, we expect that multi-country gravity regressions with firm-level data
will become more prevalent.

12Note that, as argued in Recommendations 7 and 8 of the next subsection, the use of exporter-time, importer-time,
and country-pair fixed effects in the gravity model will greatly limit the data collection efforts for gravity estimations.
Thus, in most cases, the only data that would be needed to include a country in the gravity estimation, in addition to
trade data, would be data on the bilateral time-varying/policy variables for this country (e.g., its RTAs, sanctions, etc.).
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relationships or political ties with the countries in the main estimating sample. Moreover, instead of

dropping some countries from the estimating sample, we would consider aggregating them into a rest-

of-the-world (ROW) region or experimenting with both alternatives. Including a ROW region in the

gravity analysis may pose challenges when modeling ROW’s bilateral trade costs. However, (i) as we

argue in Recommendation 8 of the next subsection, the use of pair fixed effects may mitigate such

concerns, and (ii) if some of the countries in the ROW region have agreements, sanctions, etc. with

(many of) the countries in the main estimating sample, then they should probably not have been

aggregated in the ROW region to begin with.

Gravity theory extends to sub-national trade flows, e.g., to trade between the U.S. states, and we

are aware of studies that have estimated gravity for sub-national trade flows (e.g., McCallum (1995),

Anderson and van Wincoop (2003), Anderson and Yotov (2010), Adam et al. (2024a), and Adam and

Larch (2024)). In principle, our recommendations for gravity estimations also apply to sub-national

trade flows, however, two related practical challenges arise. First, consistent with our recommendation

to use bilateral data for all possible countries, to properly nest sub-national trade within the gravity

model, one needs data not only for the trade flows between the sub-national units (e.g., trade between

Ohio and Nebraska) but also data on the international trade flows between each sub-national unit and

each foreign country too (e.g., trade between Ohio and Bulgaria). Second, combining sub-national

and international trade flows is subject to the assumption that sub-national trade is driven by the

same data-generating process as international trade. Thus, special care should be devoted to modeling

sub-national trade costs, which are probably lower than the international trade costs but may still be

substantial. Some of the recommendations that we make below, e.g., the use of bilateral fixed effects,

may help with the modeling of sub-national trade costs. For example, one may allow border effects to

vary according to whether trade flows are crossing international borders or only regional borders as

in Adam et al. (2024a). However, we are not aware of datasets that include consistently constructed

proxies and policies variables for sub-national trade costs. Thus, while we see significant benefits and

potential from integrating sub-national trade within the international gravity model and we believe

that our recommendations apply to sub-national trade flows, the focus of the remainder of the paper

will be on country-to-country trade.

Recommendation 2: Use administrative data on nominal trade flows measured in com-

mon currency at delivered prices.
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This recommendation includes three elements. First, the trade data used for the estimation should not

have been constructed using statistical inference. Despite being seemingly obvious, we explicitly em-

phasize the use of raw, administrative data, which has not been subjected to statistical manipulation,

for gravity estimations because we are aware of papers that rely on data that has been constructed

using economics and statistical methods (e.g., GTAP and WIOD), including gravity models, and are,

therefore, not appropriate for gravity estimations.

Second, gravity models are usually estimated with trade data measured in nominal terms in a

single currency (usually, but not necessarily the U.S. dollar). This is consistent with the theoretical

gravity model and it is also convenient from a practical point of view since most trade data that are

consistent for many countries, products, and years are available in nominal U.S. dollars. This said,

and also consistent with theory, it is possible to express bilateral trade in real terms and to explicitly

introduce exchange rates in the theoretical gravity model. If this is done, one should be careful about

the changes in the definition of the right-hand-side country-specific variables in the theoretical gravity

model and the interpretation of their estimates. From a practical perspective however, transforming

the dependent variable in real terms or introducing exchange rates explicitly should make no difference

to our estimating recommendations because, as we argue in the estimation subsection, gravity should

be estimated with exporter-time and importer-time fixed effects, which will absorb and fully control

for the impact of consumer prices, producer prices, and exchange rates.13 Moreover, consistently

constructed price data may not be readily available. Therefore, for convenience and as long as there

is no explicit need to proceed otherwise, we recommend following the standard practice of estimating

gravity with nominal trade data in U.S. dollars. Finally, we note that rescaling the nominal trade

values to larger units, e.g., from thousands to millions of U.S. dollars, may help with convergence,

however, one should remember not to round the rescaled (nor the original) trade data.

Third, the theory implies that the dependent gravity variable should be trade flows at delivered

prices, i.e., including bilateral trade costs for delivery from the source to the destination. The im-

plication is that the theory-consistent data for gravity estimations should be on imports, including

customs, insurance, and freight (c.i.f.). In the case of goods trade, another reason to prefer the

13In Section 3.2, we discuss how to capture possible real exchange rate effects on trade in the presence of the full set
of fixed effects. It is also possible, and consistent with theory, to estimate gravity in real terms, i.e., using quantities
instead of nominal values. The challenges with such estimations include data availability and the inability to aggregate
quantities for different products.
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importer-reported values is that importers have a greater interest in recording trade transactions com-

pletely and accurately since tariffs are collected based on these records or to ensure compliance with

non-tariff measures such as SPS, TBT, etc. Services trade, on the other hand, is not subject to such

measures. Therefore, the question turns into one about the most reliable or accurate firm-level data

collection instruments, and many countries are more interested in the export side of services, e.g.

as part of export promotion initiatives. As a result, the values for services transactions are usually

more accurately recorded by exporters. Therefore, we recommend using services trade flows data on

exports.

It is often the case that international trade data is reported by two countries: the exporter and

the importer, e.g., Germany reports exports to Bulgaria and, for the same product and year, Bulgaria

reports ‘mirror’ imports from Germany. Consistent with the previous discussion, we recommend using

goods imports data and services exports data for gravity estimations.14 However, we also think that

the additional information from the mirror reporting is useful and should be taken into account in

one of two ways. First, it may be possible to gain a significant number of observations by replacing

some of the missing trade flows with the available mirror data.15 Second, if one is reluctant to replace

missing values with the available mirror flows, at a minimum, the mirror data should be used to

ensure that the missing trade values are treated as missing indeed, instead of being replaced with

zeros. Replacing missing values with zeros is standard in many gravity papers, however, this practice

may prove dangerous given the large number of available export data that can be used to replace

missing imports.

Recommendation 3: Use disaggregated data.

The level of aggregation in gravity estimations should be determined by the purpose of the analysis

and by data availability. As discussed in Section 2, the trade gravity model can be derived at any level

14We are aware that some authors use the average of the mirrored import and export data. Based on the underlying
gravity theory and our previous discussion, we would not recommend that. In addition to customs, insurance, and freight,
there are other reasons for the mirrored data on exports and imports to be different, e.g., misreporting, and different
product valuation. It is also possible that the value of c.i.f. imports may be smaller than the corresponding value of
free-on-board (f.o.b.) exports. From that perspective, we believe that there is significant scope for improvements in the
existing trade datasets. We also know that constructing consistent international trade data for many products, countries,
and years is a difficult task. Thus, conditional on selecting a reliable raw dataset, we maintain our recommendation for
using gravity data on goods imports and services exports.

15This may be particularly useful in the case of developing countries, which sometimes do not report at all or if they
report, the data may be of lower quality and less reliable than the corresponding mirror flows data that is provided by
their developed trade partners. We also note that the use of exporter-time and importer-time fixed effects, which we will
recommend in the next section, will further mitigate such concerns.
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of aggregation. An important implication of this ‘separability’ property of structural gravity is that

gravity estimations can also be performed at any desired level of aggregation, e.g., from tariff-line data

at 8- or 10-digit product code to aggregate country-level data and also for goods or services. While

estimating gravity with aggregated data is often convenient, e.g., for computational or presentation

reasons, our recommendation is to consider using disaggregated trade data whenever available.

The motivation for this recommendation is as follows. First, many trade policies, e.g., tariffs, are

imposed and implemented at a very disaggregated level. Second, even if policies are implemented at the

aggregate level, e.g., complete trade sanctions, their effects could substantially differ across products,

industries, and sectors. Therefore, the estimates of aggregate policy effects may mask significant

heterogeneity. This motivation is consistent with recent analysis from Breinlich et al. (2024), who also

argue in favor of the use of disaggregated data and demonstrate that, when estimated with PPML, the

gravity estimates that are obtained with aggregate data can be interpreted as trade-weighted averages

of the corresponding disaggregated-level parameters. Third, even if the objective is to obtain aggregate

estimates of the effects of certain policies, our recommendation is to pool, rather than aggregate, the

disaggregated data because (i) this will improve estimating efficiency, (ii) it may allow estimating the

effects of certain policies that are not possible to obtain with aggregated data, and (iii) it is preferable

to obtain a common/aggregate estimate with pooled disaggregated data than to aggregate ex-post

disaggregated estimates. Finally, for trade policies that are measured at the disaggregated level (e.g.,

tariffs), we recommend obtaining disaggregated estimates and then aggregating them to the desired

level using weights based on the structural gravity model (Yotov et al., 2016) or ex-post trade weights

(Breinlich et al., 2024). We elaborate on these points in Subsection 3.3.

Recommendation 4: Use panel data for consecutive years.

There are at least six good reasons to use panel data for gravity estimations.16 First, from a pure

econometric perspective, adding more years would improve estimation efficiency since the number

of observations will grow faster than the number of gravity parameters (even in the presence of all

fixed effects that we will recommend using in the next subsection). Second, as demonstrated in the

previous section, the use of panel data is motivated by and consistent with gravity theory. Third, the

use of panel data allows for flexible and comprehensive modeling of bilateral trade costs, e.g., with

country-pair fixed effects that fully control for all possible time-invariant bilateral determinants of

16We refer the reader to Hsiao (2003) and Baltagi (2021) for a general discussion of the benefits of using panel data.
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trade (e.g., Egger and Nigai, 2015; Agnosteva et al., 2019). Fourth, on a related note, the pair fixed

effects will mitigate possible endogeneity concerns with the time-varying gravity variables (e.g., Baier

and Bergstrand, 2007). Fifth, using panel data allows for modeling and capturing the evolution and

adjustment of bilateral trade costs and the effects of various policies over time.17 Finally, relatively

long panel data (e.g., for more than 20 years) is now readily available at various levels of aggregation

and for both goods and services.

According to Cheng and Wall (2005), “[f ]ixed-effects estimation is sometimes criticized when ap-

plied to data pooled over consecutive years on the grounds that the dependent and independent variables

cannot fully adjust in a single year’s time.” (p. 52). Similarly, in the context of RTAs, Trefler (2004)

also criticizes the use of data pooled over consecutive years. As a result, using time-interval data,

instead of data for consecutive years, has become a standard practice for gravity estimations (Yotov

et al., 2016).18 Most recently, Egger et al. (2022) challenged the practice of using time-interval or

averaged data for estimating the effects of RTAs with the gravity model because much of the data

are unnecessarily discarded and, as a result, some parameters are estimated less precisely, while oth-

ers cannot be estimated at all. Egger et al. (2022) also argue that using time-interval data (i) may

lead to biased estimates of the short-run as well as the long-run effects of RTAs and (ii) may not be

appropriate to capture certain anticipation as well as phasing-in RTA effects.

Against this backdrop, we recommend using panel data for consecutive years. However, we also

recognize that obtaining yearly estimates of the effects of various policies within a gravity setting

with a rich fixed effects structure may be challenging in terms of precision and that the annual policy

estimates may be subject to the influence of outlier observations. Therefore, we also recommend that,

within the consecutive-year data, researchers should experiment by constraining the estimates of the

effects of the policies of interest to be common across 2- or 3-years (Egger et al., 2022). Finally, if

the estimates are obtained with time-interval data, researchers should be mindful of the pitfalls of

discarding informative data and lost estimation efficiency.

We conclude by highlighting two related caveats when panel data is not available. Both chal-

lenges are due to the fact that without panel data one cannot include country-pair fixed effects in the

econometric gravity model. As a result, it is not possible to comprehensively account for all possible

17We offer a more thorough discussion on the heterogeneity and adjustment of trade costs over time in Section 3.3.
18Trefler (2004) uses 3-year intervals, Anderson and Yotov (2016) use 4-year intervals, Cheng and Wall (2005) and

Baier and Bergstrand (2007) use 5-year intervals, while Olivero and Yotov (2012) experiment with 3- and 5-year intervals.
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time-invariant trade costs, and the latter should be proxied with observable variables. Several proxies

(e.g., distance, contiguous borders, common official language, and colonial ties) have established them-

selves as ‘standard’ time-invariant gravity variables. However, as demonstrated by Egger and Nigai

(2015) and Agnosteva et al. (2019), while these variables correlate very well with bilateral trade costs,

they do not match the level of trade costs.19 The implication is that one should be careful how to

model the time-invariant trade costs in cross-section gravity settings. Our recommendation is to allow

for heterogeneous effects of the standard gravity variables across various dimensions, and we elaborate

on this recommendation in Subsection 3.3. On a related note, we caution the reader to the fact that

it is much harder to address trade policy endogeneity in cross-section settings, and we discuss possible

approaches to address this challenge in ‘Recommendation 8’ from the next section.

Recommendation 5: Include domestic trade data.

To motivate this recommendation, we follow Yotov (2022) who argues that gravity equations should

be estimated with domestic trade flows because: this is consistent with trade theory of the intensive

margin of trade (Eaton and Kortum, 2002; Anderson and van Wincoop, 2003) and the extensive

margin of trade (Anderson and Yotov, 2020a);20 it allows for estimation of the effects of international

borders and home biases (Anderson et al., 2018b; Ramondo et al., 2016) and heterogeneous domestic

and regional trade costs (Anderson et al., 2018a; Donaldson, 2018); it allows for a systematic analysis

of the determinants of domestic trade costs (Gurevich et al., 2021; Beverelli et al., 2024); it allows

for country-specific asymmetries in the vector of international trade costs (Felbermayr and Yotov,

2021); it allows for identification of the trade-diversion effects of bilateral trade policies (Dai et al.,

2014), the extraterritorial effects of sanctions (Kwon et al., 2022), the effects of non-discriminatory

trade policies (Heid et al., 2021), the effects of country-specific characteristics (Beverelli et al., 2024),

and the country-specific effects of trade policies (Felbermayr et al., 2024b); it leads to a solutions

to “The Distance Puzzle of International Trade” (Yotov, 2012), “The Missing Globalization Puzzle”

(Bergstrand et al., 2015), the puzzle that “Larger Countries Should Be Richer than Smaller Countries”

19Specifically, the standard gravity variables usually over-predict the trade costs for rich countries and under-predict
the trade costs for poor countries. Adam et al. (2024b) perform an analysis of variance to investigate different trade cost
components. They show that asymmetries play a role in bilateral trade costs and that the remaining residual variation
is larger when less developed countries trade.

20While most of our recommendations apply for gravity estimations on the extensive margin of trade, the focus of this
paper is exclusively on the intensive margin of trade. We refer the reader to Helpman et al. (2008b), Chaney (2008),
Egger and Larch (2011), Egger et al. (2011), and Anderson and Yotov (2020a) for gravity analysis that incorporates the
extensive margins of trade.
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(Ramondo et al., 2016), and the puzzle of “The Missing WTO Effects” (Rose, 2004; Larch et al., 2024a).

Despite the theoretical motivation and multiple empirical benefits of estimating gravity with do-

mestic (in addition to international) trade flows, most gravity estimations are still performed with

international data only. At least in part, this is due to the fact that many researchers are not aware

of the availability of data on domestic trade. The construction of domestic trade flows has evolved

over time. Some studies have calculated domestic trade as the difference between GDP and total

exports, e.g., Yotov (2012) and Larch et al. (2024a), while others have relied on input-output data,

e.g., Felbermayr et al. (2018), Larch et al. (2018a), and Felbermayr and Steininger (2019). While these

are viable options, one has to bear in mind that: (i) GDP is measuring value added, whereas trade

flows are measured on a gross basis. Thus, comparing the two variables is not consistent and may lead

to many negative values for domestic trade. Moreover, GDP cannot be used for constructing sectoral

domestic sales;21 and (ii) The input-output tables often also adjust raw data to balance the tables,

which makes these tables/data less suitable for estimation. Most recently, Borchert et al. (2021, 2022)

rely on gross production data to construct the International Trade and Production Database for Esti-

mation (ITPD-E), which includes consistent domestic and international trade flows for many countries

(more than 250), many industries (170, including agriculture, mining and energy, manufacturing, and

services), and many years (1986-2019). Thus, the domestic trade data limitations have been relaxed,

and we see more and more trade gravity applications that rely on data that includes international and

domestic trade flows.22

While we are convinced of the benefits of including domestic trade flows in gravity estimations, we

emphasize that estimating gravity on international trade flows only is not wrong. One also has to keep

in mind that including both flows at the same time relies on the assumption that domestic trade flows

and international trade flows follow the same data-generating process.23 Nevertheless, it is still useful

to be aware of the benefits and implications of including domestic trade flows in the gravity model

and to acknowledge potential biases with some of the gravity estimates, e.g., downward biases in the

21Despite these inconsistencies, Campos et al. (2021) compare the effects of trade agreements estimated using data
based on different constructions of domestic sales and find little difference in the resulting estimates.

22Moreover, motivated by the trade literature, we also see some data and papers that employ domestic flows beyond
trade, e.g., for migration (Beverelli, 2021), investment (Carril-Caccia et al., 2023), cross-border patents (LaBelle et al.,
2023), and Bradley et al. (2023) for gravity for mergers and acquisitions.

23If one believes that the data-generating process for domestic trade flows is different than the one for international
trade flows, then one probably should estimate only with international trade flows data (or have country-specific, time-
varying domestic sales fixed effects, which leads to the same results as estimating without domestic trade flows). Note,
however, that the inclusion of domestic trade flows is guided by the theories underlying the gravity equation and opens
up the possibility of estimating differential effects of trade costs on international versus domestic trade flows.
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estimates of RTAs (Dai et al., 2014) and WTO membership (Larch et al., 2024a), that may be obtained

with international trade data only. Finally, we note that introducing domestic trade flows requires

proper modeling of the domestic trade costs, and we discuss this challenge in Recommendations 8 and

9 of the next subsection.

3.2 Gravity estimation

This section includes six recommendations related to the estimator, the covariates, and, more broadly,

the econometric gravity specification. Some of our recommendations are guided by theory, while others

are motivated by developments in the econometrics literature or by practical considerations.

Recommendation 6: Estimate gravity in its multiplicative form using PPML.

Two natural estimating options arise based on the theoretical gravity model from Section 2: (i) to

log-linearize it, or (ii) to estimate equation (2) in its multiplicative form (rather than log-transforming

it).24 Perhaps not surprisingly, starting with Tinbergen (1962), the more popular option has been

to log-linearize the gravity equation and end up with a specification linear in parameters that can

be estimated with the standard ordinary least squares (OLS) estimator. Even though already early

on it has been recognized that the gravity model can be estimated multiplicatively (Pöyhönen, 1963,

1964) and the Poisson estimator has been employed for this purpose in the literature on spatial

interactions (Flowerdew, 1982; Flowerdew and Aitkin, 1982; Fotheringham and Williams, 1983), it was

only relatively recently when the Poisson Pseudo Maximum Likelihood (PPML) estimator established

itself as the leading gravity estimator owing to the work of Santos Silva and Tenreyro (2006).25

We have identified seven main reasons for using PPML for gravity estimations. First, and most

important, PPML leads to consistent estimates of the multiplicative gravity model in the presence

of heteroskedasticity, while OLS will likely lead to inconsistent estimates in this case, as the log-

transformation of the trade flows changes the properties of the error terms (see Flowerdew, 1982;

Santos Silva and Tenreyro, 2006).26 The error terms in the log-linear gravity equation are typically

24Mechanically, the multiplicative gravity model is estimated after transforming its right-hand side into an exponential
form, where the continuous trade cost proxies (e.g., bilateral distance) enter the exponent in logs, while the indicator
gravity covariates (e.g., trade agreements and sanctions) enter it directly. We refer the reader to Yotov et al. (2016) for
interpretation of the estimates of the standard gravity covariates.

25We refer the reader to Santos Silva and Tenreyro (2022) and the ‘Log of Gravity’ website for useful information
about the properties and misconceptions of the PPML estimator for gravity estimations.

26Similar arguments have been made for the estimation of wage equations (Blackburn, 2007) and of production functions
(Sun et al., 2010), and we refer the reader to Manning (1998), Manning and Mullahy (2001), and Ai and Norton (2000)
for a general discussion of the problem of a logged dependent variable in the presence of heteroskedasticity.
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heteroskedastic, as the conditional variance, i.e., the variation of trade flows, is different between

bilateral trading pairs, even after conditioning on size, geography, and differences in trade costs. Im-

portantly, due to the non-linear transformation by logs, heteroskedasdicity likely leads to inconsistent

OLS estimates of the log-linearized model—different to the situation where the model is linear in

parameters. For this reason, using robust standard errors, as often employed in the presence of het-

eroskedasticity, will not lead to consistent estimates of the log-linearized model. There have been

alternative attempts, in different fields, to tackle the problem of heteroskedasticity.27 However, most

of these methods are either computationally intensive or impose functional-form restrictions and have

not established themselves as standard tools in the literature.

The second attractive property of PPML is that, due to its multiplicative form, it takes into account

information contained in the zero trade flows. Moreover, it performs well, even when the proportion of

zeros is large (Santos Silva and Tenreyro, 2011), which is particularly important for gravity estimations

for services and with disaggregated data.28 Motivated by the analysis of Felbermayr and Kohler (2006)

and Helpman et al. (2008a), who document the large share of zero trade flows for earlier periods, we

use the second release of the International Trade and Production Database for Estimation (ITPD-E-

R02) (Borchert et al., 2021, 2022) to visualize the evolution of the share of country pairs with trade

in both directions, trade in one direction only, and no trade at the industry-level, 1988-2019, and to

highlight several important patterns.

Figure 1 reports our findings. The top panel of the figure is based on the full dataset, where the

left figure shows the zeros of the disaggregated data, i.e., based on 170 industries, and the right figure

the zeros when aggregating over all 170 industries. The main messages from the top panel are that (i)

the number of zeros has decreased over time, however, (ii) the zeros have remained relatively stable

since 2007, (iii) the fraction of zeros is very large, i.e., more than 80%. As can be expected, the number

27For example, Stronge and Schultz (1978) and Fotheringham and Williams (1983) use iterative weighted methods in
the context of the spatial interaction literature. In the trade literature, Anderson and van Wincoop (2003) transform the
dependent variable into size-adjusted trade and use non-linear least squares, while Eaton et al. (2013) develop a finite-
sample version of the gravity framework and, using bilateral trade shares as the dependent variable, estimate gravity
with multinomial pseudo-maximum likelihood (MPML) following Gourieroux et al. (1984). Based on Eaton et al. (2013),
some quantitative economic history papers, e.g., Barjamovic et al. (2019) and Flückiger et al. (2021), rely on the count
nature of the data as an important argument to employ shares rather than levels. Sotelo (2019) shows that the difference
between MPML and PPML, i.e., using trade shares or levels, can be seen as different weighting of observations, which
also applies to other estimators, e.g., Gamma PML, suggested to estimate the gravity equation in its multiplicative form
(Manning and Mullahy, 2001; Santos Silva and Tenreyro, 2006; Egger and Staub, 2016).

28Note that, while PPML can incorporate zero trade flows in the estimation, it assumes that the data-generating
process for zero trade flows and positive trade flows is, up to the explicitly modeled differences in trade costs, the same.
See for frameworks explicitly distinguishing between the extensive and intensive margin Helpman et al. (2008a) and
Egger et al. (2011).
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of zeros will be significantly larger with more disaggregated data, especially for services trade, and

(iv) the share of zeros decreases to about 20% when aggregating over all 170 industries, highlighting

the fact that the zeros are more prevalent in disaggregated data.29 The figures of the bottom panel

of Figure 1 use the same data, however, we have kept only the zeros that were not dropped when we

estimated a PPML gravity model with three-way fixed effects. The main message from this panel is

that the number of zeros that are ‘relevant’ for gravity estimations is significantly smaller, i.e., about

40% in the disaggregated data and about 20% in the aggregate data.

There have been various attempts to account for the zero trade flows in gravity estimations (Martin

and Pham, 2020). For example, some authors have added a small, arbitrary value to replace the zero

trade flows. As noted in Head and Mayer (2014), however, this approach should be avoided because

the results depend on the units of measurement and the interpretation of the gravity coefficients as

elasticities are lost. Eaton and Tamura (1994), Martin and Pham (2008) and Felbermayr and Kohler

(2006) rely on the Tobit estimator, which treats zeros as a corner solution, This approach has been

criticized because, (i) given the still large share of zero bilateral trade flows, more structure than just

assuming zeros to be corner solutions is probably warranted, and (ii) the arbitrary selection of the Tobit

threshold. Helpman et al. (2008a) propose a theory where zero trade flows arise from the selection of

firms into exporting, estimating the resulting specification in two steps employing an Heckman (1979)

sample-selection procedure.30 While nicely motivated by theory, the resulting estimation procedure

depends on strong functional form assumptions, needs a good exclusion restriction for the first stage,

and is not readily extended to panel data (Santos Silva and Tenreyro, 2015).31 Egger et al. (2011)

propose a two-part framework, which models the extensive and intensive margin as two separate

processes (see also Felbermayr et al., 2015, for an application of this procedure to evaluate the proposed

Transatlantic Trade and Investment Partnership). Finally, it is possible to use the inverse hyperbolic

sine function. However, this procedure has to be applied with caution because it is a non-linear

transformation (as is the log-transformation), which means that with heteroskedastic trade data, one

may end up with inconsistent estimates (Santos Silva and Tenreyro, 2006; Aihounton and Henningsen,

29Helpman et al. (2008a) report about 40% trade in both directions in 1997 for aggregate trade, while we have about
35%. We likely obtain a larger share of zeros as our figures are based on 258 countries, whereas Helpman et al. (2008a)
cover 158 countries.

30The first step is a Probit model determining the probability of whether two countries trade or not, i.e., the extensive
margin of trade. In the second step, the intensive margin, i.e., the volume of trade for country pairs that have positive
trade, is estimated with OLS, taking into account the selection estimated in the first stage.

31Eaton et al. (2012) amend the standard heterogeneous-firm trade model by replacing the assumption of firms as
points on a continuum with only an integer number of firms, and their theoretical model also allows for zero trade flows.
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2020; Bellemare and Wichman, 2020; Chen and Roth, 2023).

We conclude our discussion of the zeros in gravity regressions with two practical observations.

First, as noted earlier, while the fraction of zeros in the data is large, more than half of the zeros are

‘irrelevant’ in gravity regressions that are estimated with exporter-time, importer-time, and directional

country-pair fixed effects. A practical implication based on this observation is that researchers may

consider dropping the ‘irrelevant’ zeros in advance to avoid dealing with unnecessarily large datasets.

Second, we have noticed that including the zeros or not in PPML gravity estimations has little or no

impact on the estimated parameters. The reason is that when estimating with PPML, trade flows

enter in levels (in contrast to logs, as in the log-linearized model estimated with OLS), and larger

flows tend to have larger residuals leading to a larger influence in the estimation. Based on this,

we recommend estimating the model with PPML on the full sample that includes the zeros but also

experimenting with PPML on positive trade values only.

The third attractive property of PPML is that, despite being a non-linear estimator, its convergence

is fast and reliable. Standard estimation commands, e.g., poisson and glm by Stata, have been

available for a long time, and they were improved by the ppml command of Santos Silva and Tenreyro

(2006). Despite this progress, however, until recently, the PPML estimator was criticized for being

unable to converge for large datasets with many years and countries (Glick and Rose, 2016). The

primary reason for convergence difficulties with gravity models is the large set of fixed effects, which

are not trivial to handle even in linear settings and is an even bigger challenge in non-linear models such

as PPML.32 To address this challenge, Larch et al. (2018b) introduce the ppml panel sg command

and, most recently, Correia et al. (2020) develop the ppmlhdfe command, which can handle fast and

effectively a huge number of fixed effects and is our choice for trade gravity estimations.33

We conclude this discussion with a couple of practical tips to further speed up convergence in

gravity estimations. First, we recommend including all dummy variables used as controls in the

absorb option of the ppmlhdfe command. It is also possible to retain and interpret the estimates

32Following the recommendations of Yotov et al. (2016), which we reinforce later in this section, most gravity models
are estimated with exporter-time, importer-time, and country-pair fixed effects. Using a balanced dataset with 60
countries and 30 years, implies 60 × 30 + 60 × 30 + 60 × 60 = 7, 200 fixed effects (ignoring the dropping of fixed
effects due to perfect collinearity). Going a step further, if disaggregated data are pooled across industries, e.g., in
the newly released ITPD-E-R02, which has 256 countries, 170 industries, and 34 years of data, this may lead up to
256× 170× 34 + 256× 170× 34 + 256× 256× 170 = 14, 100, 480 fixed effects.

33Besides the PPML developments in the trade literature, there are also contributions dealing with high-dimensional
fixed effects in generalized linear models, e.g., the Exponential or the Gamma model (Stammann, 2017; Hinz et al., 2019).
We also refer the reader to the reghdfe command of Correia (2016) for OLS with high-dimensional fixed effects.
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of these dummy variables by saving the estimates and then transforming them relative to the proper

reference group. However, this may not be necessary if the dummy variables are used purely as control

variables. If the dummy variables are the covariates of interest, then they should probably be included

explicitly in the model. Another practical tip is to consider rescaling (but not rounding) the dependent

variable. Third, we recommend adjusting some of the default options of the ppmlhdfe command if

speed is an issue, such as using “separation(fe)”. Finally, researchers should be mindful of observations

that may be ‘almost’ perfectly collinear with the rich set of fixed effects in the gravity model, e.g.,

pairs with only a few trade flows.

The fourth attractive property of PPML is that the actual distribution of the error term does not

have to follow a Poisson distribution. PPML is a pseudo- (or quasi-) maximum likelihood estimator

and, since it belongs to the family of generalized linear models, it will lead to consistent estimates as

long as the conditional mean is correctly specified (McCullagh and Nelder, 1989; Cameron and Trivedi,

2005).34 This also implies that the dependent variable does not have to be a count variable, even though

some early (Flowerdew and Aitkin, 1982) and some recent (Barjamovic et al., 2019; Flückiger et al.,

2021) contributions emphasize the count nature of the dependent variable. Other estimators of the

generalized linear model family, e.g., Gamma or negative-binomial, share this property, however, they

are not invariant to changes in the units of measurement of the dependent variable.

The fifth attractive property of PPML is related to the incidental parameter problem (IPP),

which may arise in non-linear gravity settings with many fixed effects (Neyman and Scott, 1948).

In their study of fixed effects estimators for nonlinear panel data models with two-way fixed effects,

Fernández-Val and Weidner (2016) find that PPML has the unique property that it is asymptotically

unbiased as both dimensions of the panel become large, whereas other estimators are consistent but

asymptotically biased. Weidner and Zylkin (2021) extend their analysis to a panel data gravity setting

with three-way fixed effects, and show that, as in the two-way case, the three-way PPML estimator is

consistent. However, with fixed T , there is an asymptotic bias which can be corrected by a Jackknife

bias correction, a bootstrap bias correction (Zylkin, 2024), and via an analytical bias correction,

which can be implemented with the ppml fe bias command of Weidner and Zylkin (2021).35 As an

34Santos Silva and Winkelmann (2024) show that PML estimators provide an optimal approximation to the conditional
expectation using the weighted mean squared error as a criterion function. PPML also correctly identifies the average
marginal effect if the regressor is normally distributed.

35When both N and T are large, there is also no asymptotic bias in the three-way fixed effects setting. While the two-
way fixed effects have no asymptotic bias for the point estimates, the standard errors are biased. Here, the approaches
discussed concerning clustering of standard errors, such as Jackknife and bootstrap confidence interval methods discussed
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alternative approach to overcome the incidental parameter problem for the estimation of gravity models

with two-way fixed effects, Jochmans (2017) proposed using a GMM estimator based on the quasi-

differencing moment conditions of Charbonneau (2013). Recently, Yang and Zhang (2023) extend the

approach used in Jochmans (2017) to allow the estimation of three-way gravity models.

The sixth attractive property of PPML is that its constant variance-to-mean ratio (CVMR) as-

sumption is mostly satisfied in the data.36 This is shown by Kwon et al. (2022), who rely on recent

iterated GMM methods (Hansen and Lee, 2021) to test the PPML’s CVMR assumption and propose

the Generalized PPML (G-PPML) as a complementary estimator. The main practical implication

from the empirical analysis of Kwon et al. (2022) is that, even though the PPML’s CVMR assumption

is satisfied most of the time, there are also instances when it does not hold. In this case, G-PPML

will be more efficient and the point estimate differences between PPML and G-PPML can be as high

as 40%. Based on this, our recommendation is to use the routine from Kwon et al. (2022) to test the

validity of the CVMR assumption and consider using the G-PPML estimator in case the assumption

is not satisfied.37

The seventh attractive property of PPML is that it is perfectly consistent with the structural

gravity model from Section 2, i.e., the exporter(-time) and importer(-time) fixed effects in the gravity

model capture exactly and only the corresponding theoretical gravity terms that they are supposed

to account for. The history of the so-called ‘additive property’ of PPML dates back to Fotheringham

and Williams (1983) Davies and Guy (1987), but, more recently, Arvis and Shepherd (2013) and,

especially, Fally (2015) highlight it in the trade gravity context by showing that the origin-(year) and

destination-(year) fixed effects will ensure that total predicted exports and imports for each country

from the model will be equal to the total observed exports and imports for each country. From

a theoretical perspective, this means that the estimation procedure takes into account production

and consumption constraints. From a practical perspective, the ‘additive’ PPML property implies

that the PPML estimator may serve as a non-linear solver to recover the structural multilateral

resistances directly from the estimates of the exporter(-time) and importer(-time) fixed effects in

gravity regressions. Anderson et al. (2018b) capitalize on this property to propose a simple Stata

procedure to estimate benchmark general equilibrium effects (GE) with the gravity model.

by Pfaffermayr (2021) as well as the ppml fe bias command, could also be helpful.
36In contrast, the corresponding OLS and Gamma-PML assumptions are always rejected.
37The two Stata commands are (i) cvmrtest, which tests the validity of the CVMR assumption, and (ii) gppmlhdfe,

which implements the G-PPML estimator.
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Recommendation 7: Use exporter(-sector-time) and importer(-sector-time) fixed effects.

Guided by theory (see Section 2), our recommendation is to use (i) exporter and importer fixed

effects in single-sector (or aggregate) cross-section settings (Hummels, 1999; Egger, 2000; Rose and

van Wincoop, 2001; Redding and Venables, 2004), (ii) exporter-time and importer-time fixed effects in

single-sector (or aggregate) panel settings (Baldwin and Taglioni, 2006; Olivero and Yotov, 2012), and

(iii) exporter-sector-time and importer-sector-time fixed effects in panel settings with pooled sectoral

data (Anderson and van Wincoop, 2004; Costinot et al., 2012b; French, 2016, 2019; Beverelli et al.,

2024).38

Not following this recommendation may lead to biased and inconsistent gravity estimates, and

we offer four reasons for using exporter(-sector-time) and importer(-sector-time) fixed effects. First,

from a pure econometric perspective, the motivation for using these fixed effects is that they will

fully control for and absorb all possible observable and unobservable determinants of bilateral trade

flows on the exporter and the importer side. Second, from a computational point of view and as

we already mentioned earlier, there are now fast and flexible estimation commands that can handle

many fixed effects in linear gravity models, e.g., the reghdfe command of Correia (2016) for OLS

gravity, and non-linear gravity settings, e.g., the ppmlhdfe command of Correia et al. (2020) for PPML

gravity estimations. Third, from a theoretical perspective, the country fixed effects will account for

the unobservable multilateral resistances of Anderson and van Wincoop (2003). Motivated by the

importance of the MRs to obtain better estimates of the bilateral trade costs in gravity models (e.g.,

Anderson and van Wincoop, 2003), Baldwin and Taglioni (2006) dub the omission to control for the

MRTs the ‘Gold Medal Mistake’ in gravity estimations. Finally, as discussed earlier and owing to

the ‘additive’ PPML property, the estimates of the exporter(-sector-time) and importer(-sector-time)

fixed effects correspond exactly to the structural gravity terms that they are designed to capture.39

Over the years, a few alternative methods have been proposed to control the MRs. For example,

Anderson and van Wincoop (2003) use an iterative non-linear least squares approach with constraints.

In most cases, the use of fixed effects dominates the iterative procedure of Anderson and van Wincoop

38We refer to sectors loosely as the fixed effects could be exporter-product-time and importer-product-time when the
data are pooled across products.

39The implication of this is that if the full set of exporter(-sector-time) and importer(-sector-time) fixed effects are
replaced with the structural variables, the fit of the gravity model, as well as the estimates of all gravity variables, will
remain unchanged. This is an important property that distinguishes gravity estimations with fixed effects from other
prominent fixed effects, e.g., the Mincerian labor regression, where the fixed effects do not have a structural interpretation.
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(2003), as the correlation between trade friction variables in the model and unobserved country/region-

specific determinants leads to inconsistent parameter estimates in the structural approach.40 However,

there are some instances when the structural approach to construct the MRs may be useful. One such

example is estimating gravity for a single country, where using proper fixed effects is impossible

(Lampe et al., 2023). Others have used the so-called ‘remoteness indexes’, constructed as GDP-

weighted averages of bilateral distance (or trade costs) (e.g., Wei, 1996; Davis and Weinstein, 2002;

Baier and Bergstrand, 2009; MacDonald et al., 2020). However, Head and Mayer (2014) criticize

such reduced-form approaches as they “bear little resemblance to [their] theoretical counterpart.” (p.

150) and, more recently, Felbermayr and Yotov (2021) demonstrate that the a-theoretical remoteness

indexes do not perform well in predicting bilateral trade flows. Finally, some papers have proposed

transformations of the dependent variable, i.e., via the so-called ‘ratio methods’, to eliminate the MRs

from the estimating model (Head and Ries, 2001; Head et al., 2010; Novy, 2013a). Such transformations

may lead to challenges with the interpretation of the gravity estimates.

We conclude the analysis of the country fixed effects with a discussion of two practical consider-

ations. First, we underscore the importance of theory to guide the selection of the fixed effects for

gravity estimations. An intuitive approach to this challenge is to interpret the MRs as price indexes on

the consumer and on the producer side, which vary over time and could be very heterogeneous across

products, industries, and sectors. Based on this, for example, using exporter, importer, and time fixed

effects in a single-sector panel setting will not control for the MRs properly. Instead, the fixed effects

should be exporter-time and importer-time. Similar logic applies to the use of exporter-sector-time

and importer-sector-time fixed effects in panel settings with pooled sectoral data.41

Second, a downside of using fixed effects is that they will not allow the identification of the effects

of any country-specific variables. We are aware of three possible methods to approach this challenge.

Some studies, e.g., Redding and Venables (2004), Head and Mayer (2014), Baker and Fortin (2001),

have used a two-step procedure, where the fixed effects from the first-stage gravity estimation are

regressed on various country-specific variables. The challenges with this approach are that (i) it

40As discussed by Egger and Larch (2012a), this can be tested using a Hausman test. Egger and Larch (2012a) also
suggest a variant of the Anderson and van Wincoop (2003)-procedure that combines the advantages of fixed effects
estimation and the structural AvW model.

41We also note that the size variables in the theoretical gravity model vary at the same dimensions as the MRs.
Therefore, for example, using GDP variables in disaggregated gravity regressions is inconsistent with theory. Using GDP
to proxy for size is not appropriate even in regressions with aggregate data. The reason is that GDP is measured as
value-added, while the theory-consistent size variables (e.g., output and expenditure) are on a gross basis.
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does not fully control for the structural MRs, (ii) the second-stage dependent variable is generated

from a regression, and (iii) when the first-stage model is estimated with PPML, then the structural

gravity variables would explain all the variation in the fixed effects. Second, consistent with theory

(Yotov, 2022), using domestic trade flows allows for identifying various country-specific and non-

discriminatory determinants of trade flows (see ‘Recommendation 5’). We elaborate on the possibility

of including country-specific variables in the gravity model in ‘Recommendation 10’. Finally, Freeman

et al. (2021) capitalize on gravity theory to propose a structural approach, where the gravity fixed

effects are replaced by country-specific variables, including the MRs.42 In combination with the use

of domestic trade flows, the methods of Freeman et al. (2021) can deliver estimates of the uniform

and the discriminatory (i.e., on international relative to domestic trade) effects of country-specific

variables.43

Recommendation 8: Employ asymmetric country pair fixed effects.

The recommendation to estimate the gravity model with pair fixed effects, in addition to the country-

specific fixed effects that we discussed in the previous recommendation, is not motivated by theory,

but it is not new (e.g., see Egger and Pfaffermayr, 2003). There are at least two good reasons

to do so. First, the country-pair fixed effects will fully control for and absorb all time-invariant

bilateral trade costs, including any time-invariant domestic trade costs when gravity is estimated

with domestic sales. While it is well-established that the standard gravity variables (e.g., bilateral

distance, contiguity, common language, etc.) correlate very well with the bilateral trade costs, it is

also documented now (e.g., Egger and Nigai, 2015; Agnosteva et al., 2019), that the standard gravity

variables do not predict the level of trade costs very well. Specifically, and as noted earlier, they usually

over-predict the trade costs for rich countries and under-predict the trade costs for poor countries.

This issue is mitigated significantly by using country-pair fixed effects. Based on our experience and in

combination with a set of widely used time-varying bilateral trade cost proxies (which we discuss in our

next recommendation), the bilateral trade costs from gravity regressions with three-way fixed effects

42Specifically, Freeman et al. (2021) use the market-clearing condition in the structural gravity model to express the
value of gross output as a function of a series of country-specific characteristics, including factors of production and the
outward multilateral resistances. Then, they use the resulting expression to replace the exporter-(time) fixed effect with
the corresponding theoretical term. The ‘additive’ property of the PPML estimator, which we discussed earlier, ensures
consistency between gravity theory and the proposed estimation procedure.

43A byproduct of the methods from Freeman et al. (2021) is that they deliver estimates of the trade elasticity, including
for services, without the need to use price or tariff data. See also Bergstrand et al. (2013) for an alternative approach
to estimate the trade elasticity without tariffs within a structural gravity framework and based on asymmetric bilateral
trade costs.
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(e.g., importer-time, exporter-time, and country-pair) match the corresponding calibrated bilateral

trade costs very well. Thus, in addition to controlling for many potentially omitted variables, the

pair fixed effects will deliver reliable estimates of bilateral trade costs, which are important for proper

bilateral trade predictions (Davis and Weinstein, 2002; MacDonald et al., 2020), when the vector of

bilateral trade costs is used in the calibration of models used for counterfactual analysis (Anderson et

al., 2019; Dingel and Tintelnot, 2023), or to validate the gravity model by comparing estimated vs.

calibrated bilateral trade costs.44

Second, by absorbing all possible time-invariant bilateral trade costs, the country-pair fixed effects

will mitigate potential endogeneity concerns with the bilateral (trade) policy variables in the gravity

model. The issue of trade policy endogeneity has been recognized in the trade literature for a long

time (e.g., Leamer, 1988), and there are various reasons to believe that most if not all, trade policy

estimates are subject to endogeneity criticisms and concerns. Simultaneity, e.g., the fact that countries

that trade a lot are more likely to make efforts to liberalize bilateral trade further, is an obvious

candidate. Alternatively, Trefler (1993) argues that higher levels of imports will lead to intensified

lobbying activity for protection and, unless this is taken into account econometrically, the estimates of

the effects of trade liberalization will be downward biased. Viewed again as an omitted variable bias,

Baier and Bergstrand (2007) argue that the incentive to sign an RTA for governments is potentially

larger if unmeasurable domestic regulations are high, leading to a positive correlation, while the

unmeasurable domestic regulations are expected to decrease trade flows, leading to a downward bias.45

Even though the endogeneity issue has been recognized for a long time, the trade literature has

struggled to find a convincing solution. The main difficulty in applying the standard IV approach to

tackle endogeneity has been the lack of good instrumental variables, which determine the trade policy

but are not correlated with trade flows (Baier and Bergstrand, 2007, 2004).46 As an alternative,

Baier and Bergstrand (2009) use the matching estimator of Abadie and Imbens (2006) for the three

nearest neighbors, but note that the stable-unit-treatment-value assumption (SUTVA) is hard to

defend in trade settings, where the GE effects of trade agreements are non-negligible. Egger and

44Anderson et al. (2019) propose a hybrid approach, dubbed ‘ESTIBRATED’ trade costs, which combines the ‘ESTI-
mates’ from the identifiable trade costs and the error term to deliver ‘caliBRATED’ trade costs.

45See for a discussion of the omitted variable bias, for example, Cameron and Trivedi (2005), section 4.7.4.
46Alternative instruments have been proposed with mixed success, e.g., sectoral shares of value added (Lee and Swagel,

1997), the absolute value of the difference of the two countries gross trade flows (Baier and Bergstrand, 2002), log difference
in GDP, the amount of intra-industry trade, the size of the bilateral trade deficit, similarity in capital-labor ratios, and
an indicator that both countries are democracies (Magee, 2003), regulation cost variables and common religion (Helpman
et al., 2008a), colonial ties (Egger et al., 2011), or the number of common RTA partners (Jochmans and Verardi, 2022).
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Tarlea (2021) emphasize the lack of balancing in the data, i.e., the similarity of the country pairs in

the control and treatment group in terms of the propensity scores, conditional on observables, and

employ entropy balancing from Hainmueller (2012) in an attempt to overcome the problem. Finally,

Baier and Bergstrand (2007) propose differencing the data or using bilateral fixed effects, since they

will control for many of the potential causes of endogeneity (e.g., common history, the (average) level of

trade flows, institutions, political similarity, etc.). The identification of the policy variables of interest

is then solely based on variation over time between pairs of countries.47

We conclude with six practical recommendations. First, the fast and flexible estimation commands

we discussed in the previous recommendation for handling exporter-time and importer-time fixed

effects should handle the large set of country-pair fixed effects effectively. Second, suppose it is not

possible to use country-pair fixed effects. In that case, one should carefully model the time-invariant

bilateral trade costs, e.g., by allowing the effects of distance to vary by interval (e.g., as in Eaton

and Kortum, 2002) or by the level of development to capture some systematic heterogeneity across

the trading partners in the sample. Third, the country-pair fixed effects will not allow identification

of the effects of any time-invariant variables, however, subject to the caveats that we discussed in

the previous recommendation, it may be possible to implement a two-stage procedure, where the

country-pair fixed effects from the first-stage are regressed on the time-invariant variables of interest

(Anderson and Yotov, 2016; Anderson et al., 2020). Fourth, the country-pair fixed effects should

be asymmetric, because (i) some trade costs are asymmetric by nature, e.g., the time of crossing

Eastern European borders can be very different depending on the direction of trade, and (ii) because

if the underlying time-invariant trade costs are indeed asymmetric but symmetric fixed effects are

used, then the time-invariant asymmetries may be misattributed to the effects of bilateral policies

(Baier et al., 2019). Fifth, we recommend that the asymmetric country-pair fixed effects are allowed

to vary further by product (industry, or sector) when disaggregated data are pooled to perform the

analysis (Beverelli et al., 2023). The motivation for this recommendation is that trade costs vary

significantly across products, industries, and sectors, e.g., due to differences in transportation costs

(agricultural products vs. services). Finally, it may be beneficial to consider allowing for time-variation

in the pair fixed effects, especially for panels with long time dimensions. The motivation for this is

twofold. First, Anderson and Yotov (2022) propose a model that implies the use interval-pair fixed

47For a general discussion of the average treatment effect (ATE) methods of Baier and Bergstrand (2007), we refer the
reader to Wooldridge (2010).
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effects with different interval lengths to capture “gravity in transition” from the short to the long run.

Second, Baier and Standaert (2024) provide evidence that the assumption that the pair fixed effects

are constant over time may not hold in the long run.

Recommendation 9: Carefully model bilateral trade costs.

The inability to properly model bilateral trade costs risks omitted variable bias and may lead to incon-

sistent and biased estimates. While theory takes a solid stand on the composition and functional form

of the country-specific variables in the gravity model,48 there is little theoretical guidance regarding

the modeling and estimation of bilateral trade costs in the empirical gravity equation. Consistent

with this observation, and even though distance is considered the most widely-used and most robust

proxy for trade costs in the gravity model (Disdier and Head, 2008), Chaney (2018) notes that “[w]hile

the role of size is well understood, that of distance remains mysterious.” Anderson and van Wincoop

(2004) offer an informative survey of trade costs, however, we believe there is a pressing need for

an updated systematic discussion of the measurement and decomposition of bilateral trade costs in

the context of the gravity model. Such an important task is beyond the scope of our paper and,

instead, in what follows we offer several practical recommendations, based on empirical observations

and motivated by the emergence of new gravity databases.

The bilateral trade costs can be decomposed into two broad types – time-invariant vs. time-varying.

Traditionally, the time-invariant trade costs have been proxied by a set of few variables, including

bilateral distance, contiguous borders, colonial ties, and common language. However, as discussed in

our previous recommendation, the country-pair fixed effects used in most current gravity models will

fully absorb and account for these variables. Importantly, based on our experience, the asymmetric

country-pair fixed effects would allow for capturing the distribution of bilateral trade costs across pairs

very well. Thus, we are in strong favor of using country-pair fixed effects whenever possible. In case

pair fixed effects cannot be used, the reader should be aware that the standard gravity variables cannot

capture the level of trade costs well and, therefore, one should consider allowing for heterogeneous

trade costs across various dimensions.

Perhaps not surprisingly, most current gravity estimations focus on the effects of various time-

varying determinants of trade flows. While the objective of the specific project should guide the

inclusion of these variables and there have been many time-varying determinants of trade flows that

48In fact, we believe that this is the main reason to often refer to the gravity model of trade as ‘structural gravity’.
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have been included in the gravity model, we offer several broad practical recommendations. The

first one is to include a set of time-varying control variables, which will not significantly decrease

the sample size (see ‘Recommendation 1’). Several time-varying variables, for which reliable data

are now available for most/all countries, have proven to be important determinants of trade flows.

These include RTAs (with data from Egger and Larch, 2008; Baier and Bergstrand, 2021)49, WTO

membership (with data from Mayer and Zignago, 2011; Gurevich and Herman, 2018), currency unions

(with data from de Sousa, 2012) and economic sanctions (with data from Felbermayr et al., 2020;

Syropoulos et al., 2024). We consider these time-varying variables to be standard because they have

been studied by many authors and, accordingly, we recommend that they should be controlled for

routinely in gravity regressions.50

We also recommend the inclusion of two other covariates in the gravity model – tariffs and a set

of indicators that will capture globalization effects – however, these variables do not enter our list

of ‘standard’ time-varying covariates due to data considerations. In addition to being an important

impediment to trade, the role of tariffs for gravity estimations is special because, since tariffs are

direct price-shifters (see Section 2), their estimate can be used to recover the trade elasticity (Heid

and Larch, 2016; Fontagné et al., 2020; Anderson and Yotov, 2022). There are several challenges with

the inclusion of tariffs in the gravity model: (i) they are endogenous; (ii) the data on tariffs may not be

reliable (Teti, 2020); (iii) tariff evasion may lead to biased trade elasticity estimates (Egger and Larch,

2012b); and (iii) tariff aggregation is required in most cases. Against this backdrop, it is unsurprising

that most gravity regressions do not include tariffs.51

Despite the common belief that the world has become ‘smaller’ (Leamer and Levinsohn, 1995)

or ‘flatter’ (Friedman, 2006), and that the impact of distance is dead (Cairncross, 1997), the gravity

estimates of the distance effects have remained remarkably stable over time (Disdier and Head, 2008).

More generally, Coe et al. (2007) argue that the gravity model of bilateral trade cannot capture

declining trade costs and conclude that “globalization is everywhere but in estimated gravity models”

49The continuously updated RTA data from Mario Larch’s Regional Trade Agreements Database from Egger and Larch
(2008) are available at https://www.ewf.uni-bayreuth.de/en/research/RTA-data/index.html.

50Without an attempt to provide an exhaustive list, some other time-varying determinants of trade flows that have
been studied with the gravity model include non-tariff measures (Fontagné et al., 2005), transportation costs (Egger,
2005), trade missions (Head and Ries, 2010), piracy (Bensassi and Martinez-Zarzoso, 2012), commercial trade law (Gil-
Pareja et al., 2020), COVID (Baldwin and Dingel, 2021), time as a trade barrier (Egger and Larch, 2013; Oberhofer et
al., 2021), business travel costs (Soderlund, 2023), and international air travel (Wang et al., 2021).

51The inclusion of trade agreements in gravity regressions mitigates the challenge of omitting tariffs, however, our
recommendation is to attempt to include both RTAs and tariffs in the gravity model, whenever possible. The reason for
this suggestion is that RTAs should promote trade beyond just eliminating tariffs.
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(p. 3). Capitalizing on two theoretical properties of the gravity model, i.e., that gravity can only

identify relative trade costs and that the gravity model includes domestic trade flows, Yotov (2012) and

Bergstrand et al. (2015) show that the gravity model can capture the declining effects of distance and

the effects of globalization more broadly. The implication for gravity estimations is that when domestic

trade data are available, the gravity model should include a set of time-varying indicator variables,

which take a value of one for international trade and zero for domestic trade. These time-varying

border indicators will capture common globalization trends and, as demonstrated by Bergstrand et

al. (2015), their omission may lead to significant biases in the estimates of the effects of various

determinants of bilateral trade flows (e.g., free trade agreements). Still, they can also be allowed

to vary across different dimensions (e.g., Larch et al., 2023; Adam et al., 2024a), and we discuss

possibilities to obtain heterogeneous trade cost estimates in Section 3.3.

The inclusion and identification of home biases, border effects, and globalization in the presence of

country-time fixed effects are only possible (and recommended) when the gravity model is estimated

with domestic trade flows. While, as discussed earlier, the inclusion of domestic trade flows may be

very beneficial for various purposes, this also poses the challenge of modeling domestic trade costs.

Similar to the comprehensive treatment of the time-invariant international trade costs with pair fixed

effects, the pair fixed effects will also absorb any time-invariant domestic trade costs. The fixed effects

will control for time-invariant home biases. In addition, as we just discussed, we also recommend

allowing for globalization trends with time-varying border variables. Finally, depending on the data,

the econometric specification, and the specific objectives of the analysis, we recommend the inclusion

of explicit proxies for domestic trade costs, e.g., internal distance (Borchert and Yotov, 2017), domestic

language (Gurevich et al., 2021), institutional quality and development (Beverelli et al., 2024), etc.

We conclude with four potential caveats. First, some trade policies have become excessively com-

plex, e.g., most modern RTAs include many provisions. This may pose challenges with estimating

their effects (e.g., loss of data, overfitting, multicollinearity, etc.), which should be addressed on a

case-by-case basis, e.g., by using different methods for variable selection. For example, Breinlich et

al. (2021) and Bergstrand and Paniagua (2024) propose data-driven methods for selecting the most

important provisions from the World Bank’s Deep Trade Agreements Database (Mattoo et al., eds,

2020). Second, even if a policy is non-discriminatory by design, its effects can be heterogeneous across

various dimensions. We discuss trade cost heterogeneity in more detail in Section 3.3. Third, de-
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spite having theoretical gravity foundations that imply that the vector of bilateral trade costs should

distinguish between fixed vs. variable trade costs, we are not aware of an established approach (and

data) to tackle this issue, and we view this as an important gap in the gravity literature. Finally, we

are aware of papers that construct bilateral gravity covariates by combining country-specific variables.

This practice can lead to wrong conclusions, and we offer more details in our next recommendation,

where we discuss the effects of country-specific variables.

Recommendation 10: Allow for non-discriminatory and country-specific trade costs.

Many policies that affect trade flows are non-discriminatory against trade partners (e.g., export sub-

sidies) or country-specific (e.g., sanitary and phytosanitary standards (SPS)). However, according to

Head and Mayer (2014), the effects of such policies cannot be identified within the gravity model: “In

the presence of importer and exporter fixed effects a variety of potentially interesting trade determi-

nants can no longer be identified in a gravity equation. Notably, (1) anything that affects exporters’

propensity to export to all destinations (such as having hosted the Olympics or being an island), (2)

variables that affect imports without regard to origin, such as country-level average applied tariff, and

(3) sums, averages, and differences of country-specific variables.” (pp. 157-158). Theory offers an

easy solution to this challenge by implying that the gravity model can be estimated with domestic

and international trade flows (see ‘Recommendation 5’).

Capitalizing on the theory-consistent use of domestic trade flows, Heid et al. (2021) demonstrate

that, even in the presence of the full set of exporter-time and importer-time fixed effects, the gravity

model can deliver estimates of the effects of non-discriminatory trade policies on the exporter and

on the importer side. Identification comes from the fact that such policies do not apply to domestic

trade. Extending the methods of Heid et al. (2021) and focusing on the impact of institutional quality,

Beverelli et al. (2024) show that the gravity model can also identify the effects of any country-specific

variable.52 Unlike the effects of non-discriminatory trade policies that can be estimated separately for

imports vs. exports, the effects of the country-specific variables in the gravity model are identified for

international trade (regardless of its direction) relative to domestic trade, e.g., stronger institutions

promote international relative to domestic trade by 10%. However, following the recommendations of

Beverelli et al. (2024), directional estimates (i.e., for exports vs. imports) of the effects of the country-

52Mechanically, identification of the effects of a country-specific variable on international trade is obtained by interacting
it with a border dummy variable, which takes a value of one for international trade and it is zero for domestic trade. As
a result, the interaction is bilateral and, therefore, can be identified even with exporter and importer fixed effects.
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specific variables (e.g., SPS, corporate income taxes, etc.) can also be obtained for trade between

groups of countries, e.g., rich to rich vs. rich to poor vs. poor to rich vs. poor to poor countries.

Using domestic trade flows can also help correct two mistakes we have seen in some gravity ap-

plications. First, some authors have attempted to estimate the effects of exchange rates in gravity

specifications with exporter-time and importer-time fixed effects that only include international trade

flows. This is impossible because, even though the exchange rate seems bilateral by definition, e.g.,

U.S. Dollar vs. Japanese Yen, it is actually a country-specific variable. To see this, note that, ceteris

paribus, when the Dollar appreciates against the Yen, it also appreciates against the Euro. As a result,

the exchange rates are fully absorbed by the country-time fixed effects in the gravity model and their

effects cannot be identified when only international trade data are used. However, as demonstrated

by Anderson et al. (2016), this is not the case when the model includes domestic trade flows. In this

case, one can obtain estimates of the effects of exchange rates on international (relative to domestic)

trade even in the presence of the full set of exporter-time and importer-time fixed effects. The source

of identification is the fact that the exchange rate does not change domestically.

Another mistake we have seen often in papers that try to identify the effects of country-specific

variables in the gravity models on international trade only is when the country-specific variables are

combined into a bilateral covariate. The danger is that, even though the new variable is bilateral

by construction, it may still be perfectly collinear with the country-time fixed effects in the gravity

model. For example, one cannot identify the effects of a bilateral variable constructed as the sum of two

country-specific variables. We offer several solutions to this problem. First, rely on more complicated

(e.g., non-linear) combinations of the country-specific variables. This makes identification possible,

however, the interpretation of the resulting estimate is difficult. Second, do not include exporter-time

and importer-time fixed effects. However, such specifications would be subject to the ‘gold medal

mistake’ for gravity estimations (Baldwin and Taglioni, 2006). Third, employ the two-stage procedure

that we discussed in ‘Recommendation 7’. Fourth, implement the methods of Freeman et al. (2021).53

Fifth, if domestic trade flows are included, identification of the new bilateral covariate (or, more

precisely, of its interaction with the border dummy variable) is possible even when it is constructed as

53Freeman et al. (2021) implement a two-step estimation procedure, where the first step gravity model delivers estimates
of the multilateral resistances (MRs) from the country-time fixed effects. The second step replaces the exporter-time
and/or importer-time fixed effects with the constructed MRs and output and expenditures (or further, underlying de-
terminants, such as factor endowments), allowing the inclusion of country-specific variables. We remind the reader that
not including the proper set of country fixed effects in the gravity model may lead to inconsistent and biased estimates.
Thus, it is essential to pay special attention to the country variables used to replace the fixed effects.
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a linear combination of the country-specific variables, and its effects are identified relative to domestic

sales, which should be kept in mind when interpreting the results. However, sixth, if domestic trade

flows are used, then there is no need to construct new bilateral covariates as one can include the

country-specific variables directly by interacting them with the international border dummy, and the

interpretation is still the average effect on international trade relative to domestic trade. Finally,

the advantage of the methods of Freeman et al. (2021) applied to a model with domestic trade is

that one can simultaneously identify not only the differential effect of the country-specific variable on

international relative to domestic trade but also its uniform impact on sales regardless of whether they

are international or domestic.

The methods that we discussed here unveil opportunities to study the effects of (m)any country-

specific variables on international trade within the gravity model. However, these opportunities may

come with some costs and caveats. First, one has to be very clear and careful with the interpretation

of the estimates on the country-specific variables in the gravity model (or any transformations of

them). Second, one has to think carefully about possible omitted variables. Third, as most bilateral

policies, many country-specific gravity covariates may be endogenous. Similar to the benefits of using

country-pair fixed effects for bilateral policies, the country-time fixed effects in the gravity model will

mitigate endogeneity concerns for the country-specific covariates. Moreover, if the identification is

based on the use of domestic sales, Beverelli et al. (2024) argue, based on insights from Nizalova and

Murtazashvili (2016), that the interaction of the country-specific variable and the international border

dummy leads to consistent estimates if one believes that international borders are exogenous.54

Recommendation 11: Cluster the standard errors.

Since PPML is a quasi-maximum likelihood estimator and the proportionality of the conditional

expectation and variance will in general not hold, the PPML standard errors and various corresponding

test statistics may be flawed. Therefore, one should consider adjusting the PPML standard errors

accordingly. Several methods have been proposed to address this challenge. For example, Santos Silva

and Tenreyro (2006) suggest using Huber-White robust standard errors, while most gravity papers

cluster the standard errors by country pair. Adapting the recommendations of Cameron et al. (2011) to

the three-way panel structure in a typical gravity model, Egger and Tarlea (2015) propose a multi-way

clustering by importer, exporter, and time. In a series of papers, Pfaffermayr (2019, 2021, 2022) shows

54We refer the reader to Frankel (1997) for an IV approach to control for potential endogeneity of income/output.
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that in a cross-section gravity setting two-way cluster-robust standard errors could be substantially

downward biased when importer and exporter fixed effects are included. The Monte-Carlo evidence

suggests that clustering may not be necessary in the presence of fixed effects. Jacknife procedures,

bootstrapping, and the correction procedure proposed by Pustejovsky and Tipton (2017) could help

to improve inference, whereas the last approach shows even better performance under the assumption

of independent heteroskedastic disturbances. Based on the existing evidence, and since there is no

analytical guidance or a uniformly agreed best approach to handle the standard errors in the gravity

model, our recommendation is to experiment with alternative clusterings, e.g., (i) by country pair, (ii)

by exporter, importer, and year, or (iii) by exporter-year, importer-year, and country pair.

3.3 Heterogeneous trade costs and policy effects

The effects of bilateral trade costs and trade policies in the gravity model may vary across many

dimensions, e.g., by product, industry, or sector, by country, by country pair, over time, and depending

on the direction of trade flows. As discussed earlier, the directional country-pair fixed effects in our

preferred gravity specification (see Recommendation 8) will allow for and perfectly control for all

possible observable and unobservable symmetric and asymmetric time-invariant trade costs. Moreover,

we also discussed possibilities and the need to allow for heterogeneous time-invariant trade costs

in cross-sectional settings, i.e., when panel data are unavailable (see Recommendations 4 and 8).

Therefore, the primary focus of this subsection will be on the heterogeneity of the effects of bilateral

(and time-varying) policies, and we summarize our recommendations on this front in four categories.

Recommendation 12: Obtain disaggregated policy estimates.

Per ‘Recommendation 3’, we believe that estimating gravity with disaggregated data has benefits.

Importantly, this will allow for obtaining disaggregated trade costs and policy estimates. One reason

for this recommendation is that many policies, e.g., tariffs and non-tariff measures, are imposed at a

very disaggregated level. However, even if policies are implemented at the aggregate level, e.g., some

RTAs or complete trade sanctions, their effects are usually very different across products, industries,

and sectors.55 Therefore, estimates of aggregate policy effects may mask significant heterogeneity. Ob-

55Similarly, the effects of distance can be quite heterogeneous across sectors too, e.g., due to different transportation
costs, modes of transportation, etc. Using the directional country-pair fixed effects in our preferred specification will
allow for and fully absorb such heterogeneous effects of distance or any other time-invariant bilateral variables. However,
if it is impossible to include pair fixed effects, then allowing for a heterogeneous impact of the time-invariant gravity
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taining disaggregated policy estimates would be much more informative and helpful for policy analysis

and recommendations. It could also help detect possible issues with data and point to potential out-

liers that may be driving the aggregate estimates. Against this backdrop, and due to the separability

property of the theoretical gravity model, i.e., that structural gravity holds at any level of aggregation,

our practical recommendation is to obtain disaggregated gravity estimates for each product, industry,

or sector rather than pooling the disaggregated data together into a single estimating sample and

using interactions (for example, Larch et al. (2020) estimated the EU-Turkey Customs Union effects

at the two-digit and three-digit level).

There are also certain settings when pooling the disaggregated data may be desirable. For example,

obtaining sectoral instead of product-level estimates may be better for presentation purposes. Rather

than aggregating the product-level data to the sectoral level, we recommend that the sectoral estimates

be obtained by pooling the data for the individual products to the desired sectoral level. Pooling

disaggregated data may also be beneficial for gaining estimation efficiency. For example, panel data

are not available when policy changes are recent. Therefore, it may be beneficial to pool disaggregated

data to gauge the impact and statistical significance of such policies. Beverelli et al. (2023) is a recent

example, where disaggregated data from the USITC’s ITPD-E database were pooled across industries

to study the impact of the recently implemented WTO Trade Facilitation Agreement.

Importantly, gravity theory offers clear guidance on some of the fixed effects that should be em-

ployed when pooling disaggregated data together. Specifically, the dimensions of the multilateral

resistances imply that they should be controlled for in pooled regressions by exporter-industry-time

and the importer-industry-time fixed effects. In addition, we recommend that the pair fixed effects

are allowed to vary across the disaggregated dimension as well, e.g., country-pair-industry fixed effects

should be used with industry-level data. The motivation is that the bilateral trade costs may vary

across the industries that have been pooled together for the estimation. Similarly, it may be desirable

to also use industry-specific time-varying border indicators to allow for heterogeneous globalization

trends at the industry level.

Recommendation 13: Allow for dynamic adjustments in the trade costs.

covariates may be desirable. If there is significant underlying heterogeneity at the disaggregate level, not considering
this may lead to inconsistent and biased estimates and wrong policy conclusions. We refer the reader to French (2019)
and Breinlich et al. (2024) for recent analysis of the interpretation, bias, and links between aggregate estimates and the
corresponding disaggregated parameters.
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There are good reasons to expect that the estimates of the standard gravity variables, such as distance

and language, and the effects of various policy variables, such as trade agreements, sanctions, and

tariffs, should evolve over time.56 In fact, not properly accounting for dynamic effects may lead to

inconsistent estimates and significant biases in the estimates of the effects of these variables and other

gravity covariates (Bergstrand et al., 2015). The dynamic effects of some of the gravity covariates

have been studied extensively in the literature, e.g., the impact of distance and the phasing-in effects

of trade agreements, while others have attracted attention only recently, e.g., the globalization effects

in gravity estimates and the evolution of the effects of tariffs from the short to the long run. Our

objective is to discuss several prominent examples and some new developments focusing on the gravity

model. Regardless of the application in question, to properly account for the dynamic evolution of

trade costs, especially of the effects of trade policy, we reiterate our earlier Recommendation 4 to use

consecutive year data.

Perhaps not surprisingly, i.e., due to its prominent role as the most widely used and most robust

proxy for bilateral trade costs, one of the most studied applications related to the evolution of trade

costs is on the impact of distance on trade over time. Disdier and Head (2008) survey the literature

on the evolution of the effects of distance on trade and based on a meta-analysis of 1,467 estimates

from 103 papers, conclude that “the estimated negative impact of distance on trade rose around the

middle of the century and has remained persistently high since then.”(p. 37), i.e., despite significant

improvements in transportation and communication, the estimated effects of physical distance on

international trade flows have remained constant over time. This mystery is known as “The Distance

Puzzle of Trade”.

Capitalizing on gravity theory and recognizing that the structural gravity model can only identify

relative trade costs, Yotov (2012) argues that the impact of distance on international trade should be

measured relative to the change in domestic trade costs and demonstrates that, once this is done, the

distance puzzle disappears and there is strong empirical evidence that the impact of distance on trade

has fallen over time.57 Several other papers have provided alternative solutions and explanations for

the distance puzzle (e.g., Buch et al. (2004), Carrère and Schiff (2005), Brun et al. (2005), Boulhol

56Theoretical foundations for the dynamic evolution of bilateral links between trading partners are described in Arko-
lakis (2010), Head et al. (2010), Chaney (2014), Crucini and Davis (2016), Anderson and Yotov (2020b), Anderson and
Yotov (2022), Egger et al. (2023), and Larch et al. (2024b).

57Mechanically, the simple (but theory-consistent) adjustment that Yotov (2012) proposes is to estimate the gravity
equation with domestic, in addition to international, trade flows (see Recommendation 5).
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and de Serres (2010), Lin and Sim (2012), Carrère et al. (2013), Larch et al. (2016), and Borchert and

Yotov (2017)). Finally, we note that the time-varying effects of distance could be identified even in

the presence of country-pair fixed effects in the gravity model.

Another application of the evolution of trade costs over time that has attracted significant attention

is the phasing-in effects of RTAs. Larch and Yotov (2024b) offer a recent survey of the evolution of

the methods and the estimates of the effects of RTAs. Prominently, Baier and Bergstrand (2007) use

5-year interval data to find that the effects of RTAs are exhausted about 10 to 15 years after their

implementation. As discussed in Recommendation 4, a potential limitation of analyses with interval

data is that they may omit some adjustments and anticipation effects, thus leading to downward

biases in the RTA estimates. Using consecutive-year data Egger et al. (2022) find evidence for positive

RTA effects in the years that immediately precede the RTA entry into force. This is consistent

with the arguments from Moser and Rose (2014) and, as discussed in Larch and Yotov (2024b), we

would interpret positive 1- or 2-year lead estimates of the effects of RTAs as an indicator of economic

adjustment in response to the RTA, rather than a sign of unaccounted endogeneity. Concerning the

phasing-in effects of RTAs, the existing estimates suggest strong initial effects in the few years after

entry into force, which gradually decrease over time and are fully exhausted about 10 to 15 years after

the agreements have entered into force. Finally, in practical terms and following Egger et al. (2022),

our recommendation is to use consecutive-year data but to consider constraining the policy estimates

to be common biannually for every three years.

Bhavnani et al. (2002) define the “Missing Globalization Puzzle” as “the failure of declining trade-

related costs to be reflected in estimates of the standard gravity model of bilateral trade” (p.1), and

conclude that “globalization is everywhere but in estimated gravity models” (p.3). Bergstrand et al.

(2015) demonstrate that when the estimations are performed with domestic trade flows, the gravity

model is well-suited to capture globalization effects with a series of time-varying border indicators,

which take a value of one for international trade and zero for domestic trade.58 The main finding

of Bergstrand et al. (2015) is that the impact of international borders has fallen steadily over time,

i.e., the “Missing Globalization Puzzle” is solved, and two additional implications of their analysis

are (i) that if the common globalization trends and effects are not properly accounted for in gravity

58Anderson and Yotov (2020b) build a short-run gravity model that offers a theoretical foundation for the solution of
the “The Missing Globalization Puzzle”, and conclude that globalization was always present in the gravity model, it was
just hiding in the country-specific fixed effects that are typically used in gravity estimations to account for the structural
multilateral resistances.
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regressions, then the effects of RTAs and other policy variables may be over-predicted, and (ii) that

the time-varying border variables are enough to absorb and control for any additional evolution in

the effects of distance or other time-invariant gravity covariates over time. Against this backdrop, we

recommend that all gravity regressions that use domestic trade flows should also include time-varying

border indicators, which may vary by country or by groups of countries (e.g., developed vs. developing

nations).

Finally, and most recently, there has been a renewed interest in estimating the evolution of the

effects of trade costs, tariffs in particular, and the corresponding trade elasticities from the short to

the long run. In part, this literature has been motivated by the observation that “[i]nternational real

business cycle (IRBC) models need low elasticities, in the range of 1 to 2, to match the quarterly

fluctuations in trade balances and the terms of trade, but static applied general equilibrium models

need high elasticities, between 10 and 15, to account for the growth in trade following trade liberal-

ization.” (Ruhl, 2008), which he dubs ‘the international elasticity puzzle’.59 Using French firm-level

data, Fontagné et al. (2018) revisited the puzzle to conclude that it was even more severe than orig-

inally thought. Yilmazkuday (2019b) and Anderson and Yotov (2020b) provide alternative solutions

to the puzzle, while Yilmazkuday (2019a), Anderson and Yotov (2022), and Boehm et al. (2023) offer

estimates of the evolution of the trade elasticity from the short to the long run.

Within the gravity framework, Anderson and Yotov (2022) propose a model, that nests the stan-

dard, long-run gravity equation (see Section 2) and traces the evolution of the trade elasticity from the

short to the long-run.60 From an econometric perspective, their recommendation for gravity estima-

tions from the short to the long run is to use interval-pair fixed effects with different interval lengths.61

The trade elasticities that they obtain vary between 0.5 in the short run to about 5 in the long run,

thus offering a solution to the ‘the international elasticity puzzle’.62 Another practical implication for

59See Backus et al. (1994), Zimmermann (1997), Heathcote and Fabrizio (2002) and Feenstra et al. (2018) for examples
of low trade elasticities that vary between 1 and 2 from the IRBC literature, and also Eaton and Kortum (2002), Anderson
and van Wincoop (2003), Broda et al. (2006), Broda and Weinstein (2006), Egger et al. (2012), Hillberry and Hummels
(2013), Simonovska and Waugh (2014), Head and Mayer (2014), Soderbery (2015), Caliendo and Parro (2015), Feenstra
et al. (2018), and Fontagné et al. (2020) for examples of high trade trade elasticities that vary between 4 and 12 from
the trade literature.

60Specifically, to model the evolution of bilateral trade costs over time, Anderson and Yotov (2022) extend the tradi-
tional Lucas and Prescott (1971) transition formulation, which combines the roles of adjustment cost and depreciation
in a single adjustment parameter, to allow this parameter to vary over time-lag intervals. A broader implication of
Anderson and Yotov (2022) is that models with actual dynamic adjustments may lead to different estimating equations,
which have to be carefully considered and taken into account, see Egger et al. (2023) or Larch et al. (2024b) for examples.

61This is consistent with recent findings from Baier and Standaert (2024), who provide evidence that the assumption
that the pair fixed effects are constant over time may not hold in the long run due to changes in the economic landscape.

62Yilmazkuday (2019a) does not rely on a gravity framework. Instead, he uses a panel structural vector autoregressive
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gravity estimations from Anderson and Yotov (2022) is that the estimates of tariffs in gravity regres-

sions can be smaller than one. Boehm et al. (2023) also estimate a gravity-type model and recover the

evolution of the trade elasticities from the estimates on tariffs with local projections. A puzzling result

from Boehm et al. (2023) is that both their short- and long-run trade elasticity estimates (0.8 and

2, respectively) are significantly smaller than the elasticities from the trade literature and fall within

the bounds of what Ruhl (2008) and the IRBC literature would classify as short-term elasticities (see

footnote 59). Since Boehm et al. (2023) do not implement some of the established recommendations

for gravity estimations, e.g., the PPML estimator, it would be interesting to determine what drives

the difference between their estimates and those from the trade literature.

Recommendation 14: Allow for other types and sources of heterogeneity.

As evident from the discussion in the previous two recommendations, obtaining heterogeneous gravity

estimates across products/industries/sectors and over time are two natural applications where gravity

theory offers useful guidance and which have been popular in the related literature. However, there

are many other possible dimensions of the heterogeneity of policy effects that have been explored in

the gravity literature, e.g., (i) across groups of countries depending on their economic development,

e.g., poor vs. rich (see Beverelli et al. (2024) for institutional quality, Subramanian and Wei (2007)

for the effects of WTO membership, Santos Silva and Tenreyro (2010) for currency unions), (ii) across

individual countries (see Felbermayr et al. (2024b) for the effects of the WTO), (iii) across types of

policies (see Larch and Yotov (2024b) across types of RTAs, and Nitsch (2003) and Glick and Rose

(2016) across currency unions), (iv) across country pairs within trade agreements (see Baier et al.

(2019) for RTAs and Larch et al. (2020) for the EU-Turkey Customs Union), (v) depending on the

direction of trade flows (see Baier et al. (2019) for RTAs, Larch et al. (2020) for the EU-Turkey Customs

Unions, and Felbermayr et al. (2024a) for sanctions), (vi) depending on country-size (see Micco et al.

(2003) for currency unions, and Bergstrand and Clance (2023) for an application of quantile gravity),

(vii) depending on the strength of the bilateral trade relationships (see Chen and Novy, 2022), and

many others.

Against this backdrop, and based on significant evidence that we have accumulated from the

existing literature, we are convinced that the effects of trade costs and various trade policies are

model for the imports of a single country (the United States) to obtain estimates of the trade elasticities that vary
between 1 in the short, to 5 in the medium run and 7 in the long run.
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indeed very heterogeneous across multiple dimensions. Moreover, exploring such heterogeneity may

generate valuable policy insights. Finally, we also see an additional potential benefit from allowing

for heterogeneous policy effects from an identification perspective. To describe this possibility and its

potential caveats, we follow Yalcin et al. (2024), who estimate the effects of the recent sanctions on

Russia due to the war in Ukraine in a gravity model with three-way fixed effects and international

trade flows only. In such a setting, it is only possible to identify the average impact of the effects

of the sanctions on trade between Russia and the sanctioning states relative to Russia’s trade with

third/non-sanctioning countries. However, if one allows for heterogeneous, country-specific sanction

effects, it is also possible to identify the effects of the sanctions on bilateral trade costs between Russia

and each sender (e.g., US, the EU, etc.) and also between Russia and some (but not all) third countries

(e.g., China, India, and Turkey). The caveat with this procedure is that the country-specific sanction

effects can only be identified relative to at least one reference country’s trade with Russia. Thus,

all the country-specific estimates are relative, and it is only meaningful to interpret their ranking

but not their magnitudes and statistical significance. From a practical perspective, the implication

is to attempt to select the reference country or group of countries very carefully based on economic

reasoning and intuition, so that the relative estimates are as close as possible to being absolute.

In sum, We recommend obtaining heterogeneous policy estimates and exploring various dimen-

sions of heterogeneity. However, we caution the reader that allowing for heterogeneity across multiple

dimensions would inevitably decrease estimation efficiency and may result in data loss, overfitting,

and multicollinearity. The problem is exacerbated by using high dimensional fixed effects, which we

motivated earlier. Ideally, researchers should explore heterogeneity motivated by economic theory

or policy considerations. Moreover, we recommend that heterogeneity-related experiments are im-

plemented consecutively by isolating the sources of heterogeneity one at a time. Finally, following

(Pfaffermayr and Yotov, 2024, Drexel University), our general recommendation is to obtain hetero-

geneity estimates within the same sample, e.g., if the objective is to obtain estimates for rich vs.

poor countries, this should be done by introducing interactions within the full estimating rather than

by splitting the estimating sample. As discussed in Recommendation 3, an important exception is

estimating gravity with disaggregated data.

Recommendation 15: Consider using heterogeneity-robust DiD methods.

As noted by Nagengast and Yotov (2024), commonly used estimation methods, including gravity
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settings, have come under scrutiny from econometric papers that analyze settings with staggered DiD

designs, where the estimates are possibly biased in the presence of treatment effect heterogeneity, e.g.,

due to negative weights or the so-called ‘forbidden comparisons’ that (mis)use already-treated units

in the control group (e.g., Borusyak and Jaravel, 2017; de Chaisemartin and D’Haultfœuille, 2020).

In light of the discussion in this section and the ample evidence that the effects of various policies on

trade are widely heterogeneous both across groups or over time, the issues of negative weights and

‘forbidden comparisons’ may be particularly pronounced, as demonstrated by Nagengast and Yotov

(2024) in the case of RTAs and by Nagengast et al. (2024) in the case of EU membership.

To address these challenges, Nagengast and Yotov (2024) combine the established practices for

gravity estimations with recent developments from the difference-in-differences econometrics litera-

ture,63 and they revisit the impact of RTAs to find that the ‘extended two way fixed effects’ (ETWFE)

are significantly larger. In terms of practical implementation, we offer three tips. First, the ETWFE

estimator requires the parallel trends assumptions and the no-anticipation assumption to hold. Thus,

it is important to test these assumptions before obtaining the main estimates. Second, Nagengast

et al. (2024) propose a fast and flexible estimation command – jwdid – that can be used to obtain

heterogeneity-robust policy estimates in gravity settings and aggregate them to various levels of aggre-

gation, e.g., by cohort, by cohort and time, by country, etc. Third, following Nagengast et al. (2024),

we note that while the jwdid command allows the inclusion of additional time-varying bilateral control

variables, our recommendation is only to include such covariates if they are exogenous, and we refer

the reader to de Chaisemartin and D’Haultfœuille (2023) and Callaway et al. (2024a,b) for possible

approaches to address this issue in linear settings. Thus, in practical terms, we recommend that the

effects of alternative policies be estimated from separate regressions, and we look forward to the devel-

opment of ETWFE methods to estimate gravity equations with multiple treatments. We also expect

ETWFE methods to handle continuous treatments in gravity settings would be very welcome.64

63See, for example, Borusyak and Jaravel (2017); Hull (2018); de Chaisemartin and D’Haultfœuille (2020); Callaway
and Sant’Anna (2021); Goodman-Bacon (2021); Sun and Abraham (2021); Wooldridge (2021); Goldsmith-Pinkham et
al. (2022); de Chaisemartin and D’Haultfœuille (2023); Borusyak et al. (forthcoming); Wooldridge (2023).

64An alternative approach to testing robustness to the presence of other treatments that may potentially confound the
main effect of interest is to omit conspicuous episodes from the analysis (Nagengast et al., 2024).
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4 A benchmark estimating gravity model

In this section, we synthesize our recommendations to specify a comprehensive estimating gravity

model, and we motivate each of its elements by referencing specific recommendations. We present our

estimating equation without explicit sector, industry, or product notation to simplify the exposition.

However, due to the separability property of the structural gravity equation, the proposed econometric

model can be applied at any desired level of aggregation, i.e., it can be estimated for any specific

product, industry, or sector. Whenever appropriate, we also discuss implications for estimations with

pooled disaggregated data. Against this backdrop, we specify the following econometric model:

Xij,t = exp [πi,t + χj,t +
−→γ ij +BLTRLij,tβ1 + β2τij,t +BRDRij,tβ3 + EXSi,t×BRDRijβ4]×

exp [IMPj,t×BRDRijβ5 + CNTRYj,t×BRDRijβ6 + β7EXRTij,t×BRDRij ]× εij,t, ∀ i, j.

Here, Xij,t denotes nominal trade flows in common currency at delivered prices, which have not been

constructed using statistical inference (Recommendation 2) from all possible exporters i to all possible

importers j (Recommendation 1) for consecutive years t (Recommendation 4), including domestic

trade (Recommendation 5). The data can be at any level of aggregation and, if available, more

disaggregated data should be used (Recommendations 3 and 12).

The preferred gravity estimator is PPML, and the estimation can be performed with the family of

hdfe commands (Recommendation 6).

πi,t and χj,t are exporter-time and importer-time fixed effects (Recommendation 7). If disaggregated

data are pooled for the estimations (e.g., across industries), then each of the two fixed effects should

also vary across the level of disaggregation, e.g., exporter-industry-time and importer-industry-time.

−→γ ij are directional country-pair fixed effects (Recommendation 8). If it is impossible to include

country-pair fixed effects, one should add time-invariant bilateral trade costs and model them carefully,

e.g., to allow for possible heterogeneous effects (Recommendations 8, 12, and 14). To estimate gravity

from the short to the long run, the country-pair fixed effects may also be allowed to vary by time

interval (Recommendation 13). Finally, if gravity is estimated with pooled disaggregated data, e.g.,

by industry or product, then the country-pair fixed effects should also vary by industry or product,

e.g., directional country-industry-pair fixed effects (Recommendation 8).
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BLTRLij,t is a vector of time-varying bilateral covariates (Recommendation 9), whose effects may be

allowed to vary at the level of aggregation of the dependent variable or higher (Recommendation 12),

over time (Recommendation 13), and across countries, pairs, and depending on the direction of trade

flows (Recommendation 14). The effects of the trade policies that are captured by indicator variables

may also be estimated using heterogeneity-robust DiD methods when the necessary assumptions are

fulfilled (Recommendation 15).

τij,t denotes log(1 + tariffij,t), where tariffij,t is the ad-valorem tariff. Ideally, the tariffs should

vary at the level of aggregation of the dependent variable, e.g., if the model is estimated with pooled

industry data, then the tariffs should also vary by industry, however, their estimates can be common

across industries or they can be by industry-specific (Recommendation 9).

BRDRij,t is a vector of time-varying border indicators, which can be included only when the estimat-

ing sample also includes domestic trade flows (Recommendations 5 and 9). The time-varying border

dummies can be allowed to vary by country or by country group, e.g., for trade from developed to

developing countries (Recommendation 14). If the model is estimated with pooled disaggregated data

then the effects of the border indicators should also be allowed to vary at the disaggregated level.

EXSi,t, IMPj,t, CNTRYj,t, and EXRTij,t are vectors of non-discriminatory export support policies,

non-discriminatory import protection policies, country-specific characteristics, and exchange rates,

whose effects can be identified in the presence of domestic trade flows (Recommendation 10).

Standard errors should be clustered by (i) country-pair, (ii) by exporter, importer, and time, or (iii)

by exporter-time, importer-time, and country-pair (Recommendation 11).

Finally, εij,t is a multiplicative error term in our econometric model.65 Given the rich structure of

three-way fixed effects, our preferred specification would control fully for all time-invariant bilateral

determinants of trade flows (through the country-pair fixed effects) and any time-varying and/or time-

invariant country-specific characteristics on the exporter and the importer side (through the exporter-

time and the importer-time fixed effects, respectively). Thus, the remaining unexplained variation

of the dependent variable in our model can only be due to potentially omitted time-varying bilateral

variables, and our recommendations on modeling bilateral trade costs and allowing for heterogeneity

65As demonstrated by Santos Silva and Tenreyro (2006), the error term in the PPML gravity model can be additive
or multiplicative.
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in the effects of these variables should be useful to mitigate such concerns.

Before we conclude, we note that we are keenly aware that it may not be possible to implement and

apply all of our recommendations at all times, e.g., due to data limitations. However, we also believe

that it is useful to have a benchmark estimating model and be aware of the benefits from being able

to apply the recommendations and stay close to the proposed specification as well as being aware of

the potential caveats of not being able to do so.

5 Conclusion

We traced the evolution of the trade gravity literature to synthesize the great progress that has been

made into fifteen recommendations for gravity estimations, which reflect the current state of the

literature and can be applied to gravity applications in trade and beyond. We also identified several

areas where further developments are needed, and we look forward to seeing this new work soon.
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Figure 1: The prevalence and relevance of zeros in bilateral trade flows
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Note: This figure uses the International Trade and Production Database for Estimation (ITPD-E) to

summarize the fractions of zero trade flows, trade flows in one direction, and positive bilateral trade flows

in the world, 1988-2019. The figures in the top panel are based on all the data with filled zeros. The

figures in the bottom panels use the same data, however, we have kept only the zeros that were not

dropped when we estimated a PPML gravity model with three-way fixed effects. The figures on the left

show the zeros of the disaggregated, 170 industries. The figures on the right show the zeros in a dataset

where trade flows are aggregated over all industries. See the main text for further details.

44



References

Abadie, Alberto and Guido W. Imbens, “Large Sample Properties of Matching Estimators for Average Treatment
Effects,” Econometrica, 2006, 74 (1), 235–267.

Adam, Hanna L. and Mario Larch, “A Structural Regional Trade and Migration Framework for Policy Evaluation:
Quantifying the Regional Eectsof the 2004 EU Enlargement,” unpublished mnauscript, 2024.

, , and Jordi Paniagua, “Spain, Split and Talk: Quantifying Regional Independence,” Regional Studies, forth-
coming, 2024.

, , and Michael Nower, “Closing the Gap: Explaining Cross-Country Variation in Asymmetric Trade Costs,”
unpublished manuscript, 2024.

Agnosteva, Delina E., James E. Anderson, and Yoto V. Yotov, “Intra-National Trade Costs: Assaying Regional
Frictions,” European Economic Review, 2019, 112, 32–50.

Ai, Chunrong and Edward C. Norton, “Standard Errors for the Retransformation Problem with Heteroscedasticity,”
Journal of Health Economics, 2000, 19 (5), 697–718.

Aihounton, Ghislain B.D. and Arne Henningsen, “Units of Measurement and the Inverse Hyperbolic Sine Trans-
formation,” The Econometrics Journal, 2020, 24 (2), 334–351.

Allen, Treb, Costas Arkolakis, and Yuta Takahashi, “Universal Gravity,” Journal of Political Economy, 2020, 128
(2), 393–433.

Anderson, James E., “A Theoretical Foundation for the Gravity Equation,” American Economic Review, 1979, 69
(1), 106–116.

and Eric van Wincoop, “Borders, Trade, and Welfare,” Brookings Trade Forum, 2001, pp. 207–230.

Anderson, James E. and Eric van Wincoop, “Gravity with Gravitas: A Solution to the Border Puzzle,” American
Economic Review, 2003, 93 (1), 170–192.

and , “Trade Costs,” Journal of Economic Literature, 2004, 42 (3), 691–751.

and Yoto V. Yotov, “The Changing Incidence of Geography,” American Economic Review, 2010, 100 (5), 2157–
2186.

and , “Terms of Trade and Global Efficiency Effects of Free Trade Agreements, 1990-2002,” Journal of International
Economics, 2016, 99 (C), 279–298.

and , “Pound for Pound Export Diversification,” School of Economics Working Paper Series 2020-14, LeBow
College of Business, Drexel University December 2020.

and , “Short Run Gravity,” Journal of International Economics, 2020, 126, September.

and , “Gravity in Transition,” School of Economics Working Paper Series 2022-14, LeBow College of Business,
Drexel University December 2022.

, Ingo Borchert, Aaditya Mattoo, and Yoto V. Yotov, “Dark Costs, Missing Data: Shedding Some Light on
Services Trade,” European Economic Review, 2018, 105 (C), 193–214.

, Mario Larch, and Yoto V. Yotov, “GEPPML: General Equilibrium Analysis with PPML,” The World Economy,
October 2018, 41 (10), 2750–2782.

, , and , “Trade and Investment in the Global Economy: A Multi-country Dynamic Analysis,” European
Economic Review, 2019, 120 (103311).

, , and , “Transitional Growth and Trade with Frictions: A Structural Estimation Framework,” Economic
Journal, 2020, 130 (630), 1583–1607.

, Mykyta Vesselovsky, and Yoto V. Yotov, “Gravity with Scale Economies,” Journal of International Economics,
2016, 100, 174–193.

45



Arkolakis, Costas, “Market Penetration Costs and the New Consumers Margin in International Trade,” Journal of
Political Economy, 2010, 118 (6), 1151–1199.

, Arnaud Costinot, and Andrés Rodriguez-Clare, “New Trade Models, Same Old Gains?,” American Economic
Review, 2012, 102 (1), 94–130.

Arvis, Jean-Francois and Ben Shepherd, “The Poisson Quasi-Maximum Likelihood Estimator: A Solution to the
“Adding up” Problem in Gravity Models,” Applied Economics Letters, April 2013, 20 (6), 515–519.

Aytun, Ugur, Julian Hinz, Cem Ozguzel, and Joschka Wanner, “Firm-level Gravity with Fixed Effects,”
Technical Report, Manuscript 2024.

Backus, David K., Patrick J. Kehoe, and Finn E. Kydland, “Dynamics of the Trade Balance and the Terms of
Trade: the J-curve,” American Economic Review, 1994, 84 (1), 84–103.

Baier, Scott L. and Jeffrey H. Bergstrand, “On the Endogeneity of International Trade Flows and Free Trade
Agreements,” unpublished manuscript, 2002.

and , “The Economic Determinants of Free Trade Agreements,” Journal of International Economics, 2004, 64 (1),
29–63.

and , “Do Free Trade Agreements Actually Increase Members’ International Trade?,” Journal of International
Economics, 2007, 71 (1), 72–95.

and , “Estimating the Effects of Free Trade Agreements on International Trade Flows using Matching Economet-
rics,” Journal of International Economics, 2009, 77 (1), 63–76.

and , “Approximating General Equilibrium Impacts of Trade Liberalizations using the Gravity Equation: Applica-
tions to NAFTA and the European Economic Area,” In: Brakman, S., van Bergeijk, P. (eds.), The Gravity Equation
in International Trade: Advances and Applications. Cambridge University Press, Cambridge, UK., 2010.

and , “NSF-Kellogg Institute Data Base on Economic Integration Agreements,” Kellogg Institute, 2021,
https://kellogg.nd.edu/nsf-kellogg-institute-data-base-economic-integration-agreements.

and Samuel Standaert, “Gravity, Globalization and Time-varying Heterogeneity,” European Economic Review,
2024, 163, 104679.

, Yoto V. Yotov, and Thomas Zylkin, “On the Widely Differing Effects of Free Trade Agreements: Lessons from
Twenty Years of Trade Integration,” Journal of International Economics, 2019, 116, 206–226.

Baker, Michael and Nicole Fortin, “Occupational Gender Composition and Wages in Canada, 1987-1988,” Canadian
Journal of Economics, 2001, 34 (2), 345–376.

Baldwin, Richard E. and Daria Taglioni, “Gravity for Dummies and Dummies for Gravity Equations,” NBER
Working Paper No. 12516, 2006.

and Jonathan I. Dingel, “Telemigration and Development: On the Offshorability of Teleworkable Jobs,” NBER
Working Papers 29387, National Bureau of Economic Research, Inc October 2021.

Baltagi, Badi H., Econometric Analysis of Panel Data, Springer International Publishing, 2021.
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Brun, Jean-Francois, Céline Carrère, Patrick Guillaumont, and Jaime de Melo, “Has Distance Died? Evidence
from a Panel Gravity Model,” World Bank Economic Review, 2005, 19 (1), 99–120.

Buch, Claudia M., Jorn Kleinert, and Farid Toubal, “The Distance Puzzle: On the Interpretation of the Distance
Coefficient in Gravity Equations,” Economics Letters, June 2004, 83 (3), 293–298.

Cairncross, Frances, The Death of Distance, Boston, Mass.: Harvard Business School Press, 1997. Includes biblio-
graphical references and index.

Caliendo, Lorenzo and Fernando Parro, “Estimates of the Trade and Welfare Effects of NAFTA,” Review of
Economic Studies, 2015, 82 (1), 1–44.

Callaway, Brantly and Pedro H.C. Sant’Anna, “Difference-in-Differences with Multiple Time Periods,” Journal of
Econometrics, 2021, 225 (2), 200–230. Themed Issue: Treatment Effect 1.

, Andrew Goodman-Bacon, and Pedro H. C Sant’Anna, “Difference-in-differences with a Continuous Treat-
ment,” Working Paper 32117, National Bureau of Economic Research February 2024.

, , and , “Event-Studies with a Continuous Treatment,” Working Paper 32118, National Bureau of Economic
Research February 2024.

Cameron, A. Colin and Pravin K. Trivedi, Microeconometrics - Methods and Applications, Cambridge, United
Kingdom: Cambridge University Press, 2005.

, Jonah B. Gelbach, and Douglas L. Miller, “Robust Inference with Multiway Clustering,” Journal of Business
& Economic Statistics, 2011, 29 (2), 238–249.

Campos, Rodolfo G., Jacopo Timini, and Elena Vidal, “Structural Gravity and Trade Agreements: Does the
Measurement of Domestic Trade Matter?,” Economics Letters, 2021, 208, 110080.
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